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SURFACE REACTIONS IN THE SPACE ENVIRONMENT 

This program addresses the need for a coherent, systematic research 

effort to understand the physical and chemical changes which occur when 

materials interact with ions, atoms and molecules at energies 

corresponding to orbital velocities. These interactions not only 

produce electrical and structural damage, but the fluorescent radiation 

produced interferences with surveillance missions, understanding these 

surface reactions is central to design of space systems for effective, 

long-term operation. The product of this effort will be creation of 

models for prediction of surface damage and fluorescence. Our goal is 

to use this understanding to forge a link between atomic-scale models 

and macroscopic phenomena to improve engineering design of space 

systems. This research is supported under the AFOSR Chemical and 

Atmospheric Directorate directed by Dr. Donald L. Ball 

LARRY W. BÜRGGRAF, Lt Col, USAF 
Program Manager 
Directorate of Chemical and 
Atmospheric Sciences 
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INTRODUCTORY COMMENTS ON ENERGY-SOLID INTERACTIONS 

N. H. Tolk and D. L. Kinser 
Center for Atomic and Molecular Physics at Surfaces 

Vanderbilt University, Nashville, TN 37235 

The third annual workshop on Surface Reactions in the Space Environment sponsored by 
the Air Force Office of Scientific Research took place October 17 and 18, in Nashville 

Tennessee on the campus of Vanderbilt University. The workshop was hosted by the 
Vanderbilt Center for Atomic and Molecular Physics at Surfaces (CAMPS), and focussed 
on research accomplished in this exciting and fast breaking field during the second year of 
the AFOSR University Research Initiative (URI) program. The meeting brought together 
more than 60 workers in the field principally from Vanderbilt and Northwestern University 

but also from a wide array of university, private sector and government laboratories. 

From the beginning, a central goal of this effort has been to establish a coordinated 
multidisciplinary Center of Excellence program concentrating on the atomic-scale dynamics 
of surface and near surface bulk reactions in the space environment. The style and content 
of the meeting was an indication that although much remains to be done, there has been 
substantial progress made during the past year. The major research focus in the workshop 
was on the investigation of the ways in which energy deposited by incident atoms, ions, 
electrons and photons is absorbed and localized to produce bond-making, bond-breaking 
and other atomic-scale phenomena on surfaces and in the near-surface bulk. Knowledge of 
the microscopic mechanisms responsible for these phenomena provides detailed clues to the 
macroscopic processes which manifest themselves as surface erosion, materials 

modification, charge separation and damage. 

Contemporary surface- and bulk-reaction studies must be concerned with the most basic 
questions of energy absorption, localization and redirection or decay, which are intimately 
linked to the specific atomic-scale electronic properties of materials. Because of the 
complexity of the field, effective work in this area must be multidisciplinary involving 
contributions from material scientists, chemists and physicists at a minimum. In accord 

with this, the work must not be tied to one technique or even a small number of techniques. 
This meeting illustrated the importance of these principles and reflected a broad approach to 



energy-solid interaction problems. The research discussed in the workshop bears directly 

on a broad spectrum of questions of significance to the long-term operation of platforms in 

space, including long-term structural, optical and electronic degradation of materials in the 

ambient near-earth environment, survivability under and hardening against irradiation from 

directed-energy weapons, vulnerability in disturbed nuclear atmospheres, and 

discrimination and sensing techniques based on characteristic radiation (glow) signatures. 

I      w 

A, hv, e 

(i) (2) (3) 

Fig. 1. Schematic representation of the three stages of electronically induced desorption. 

In considering the detailed dynamics of electron-, photon- or atom-surface interactions, it 

has been found to be useful to describe electronically-mediated surface reactions as a three- 

stage process as shown in Figure 1: (1) the initial deposition of energy through creation of 

a hole, two holes, an exciton, a defect or some other electronic excitation; (2) the 

partitioning of energy into any of a number of possible localized states leading to 

desorption induced by electronic transitions (DIET), luminescence, charge separation, 

dissociation, bond making, long-lived defects, momentum transfer, or thermal processes; 

and (3) additional particle-surface interactions (neutralization, Auger transitions, and so on) 

which ultimately determine the final states of the emitted particles, of the surface and of the 

bulk. 

Following this approach, speakers presented their latest experimental results on a wide 

variety of related topics including low-energy atomic and ionic oxygen interactions on 

surfaces, optical damage mechanisms in glass, phase transitions and radiation damage in 



metal oxides, electron microscope monitored damage, laser induced desorption, desorption 
of atomic hydrogen from surfaces, neutralization processes at surfaces, ion solid 
interactions, and the role of overlayers and dopants in energy partitioning. New and 

exciting theoretical results were also discussed involving nonadiabatic neutralization at 

surfaces, lifetimes of excited hydrogen and alkali atoms near surfaces, electronic transitions 
in gas-surface dynamics, and lattice stabilization of excited electronic states of CN". In 
addition to the talks, there was a poster exhibition which also stimulated extended and 

excited discussions. The ordering of the papers and extended abstracts in this proceeding 

generally follows the order of presentation in the workshop with the exception that we have 

placed the theory papers at the beginning. 

We acknowledge the assistance given by others in developing the scientific program, in 
particular A. V. Barnes, R. F. Haglund and L. Marks. Special acknowledgement is due 
Tom Nesbit, assisted by Pat Myatt and Bettye Stanley, who were responsible for the 
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In addition to support from Air Force Office of Scientific Research, work presented in this 
meeting was funded by the Naval Research Laboratory, the Acurex Corporation, National 
Aeronautics and Space Administration, the Office of Naval Research, Martin Marrietta 

Corporation and the National Science Foundation. 



THEORY OF ALKALI ATOM NEUTRALIZATION 

IN ION-SURFACE SCATTERING 

P. Nordlander 

Department of Physics and Astronomy 
Rutgers University, Piscataway, NJ 08855 

J. C. Tully 

AT&T Bell Laboratories 
Murray Hill, NJ 07974 

ABSTRACT 

Recent first principle calculations of the broadening of atomic levels near surfaces have 
shown that such lifetimes can be very long. We discuss the qualitative consequences of this on the 

interpretation of neutralization processes in ion-surface collisions. We introduce a new model for 
charge transfer at surfaces. An application to a recent ion surface neutralization experiment shows 

good agreement between theory and experiment. 



THEORY OF ALKALI ATOM NEUTRALIZATION IN ION-SURFACE SCATTERING 

The energies and lifetimes of excited atomic states in the vicinity of metal surfaces play an 
important role in many dynamical processes. 1 In an earlier paper^ we presented an accurate and 
convenient method to calculate lifetimes of excited atomic states near metals. In an application to 
excited hydrogen and alkali atoms^ physisorbed on free electron-like metals, we have shown that 
the lifetimes can be several orders of magnitude longer than what earlier estimates have predicted. 

The purpose of this paper is to investigate how our finding of long lifetimes of atomic states at 

metal surfaces will affect the interpretation of some recent ion-surface scattering experiments. 

A formal expression for the charge state of an atomic level la> after a surface collision has 
been derived using the Anderson Hamiltonian.4 For simplicity we use a semiclassical 

approximation derived by Geerlings, et alß 

<na(oo)> = <na(zJ>e     " + 

+2f-4\f(ea(z),T)A(z)e"25c(z) (1) 
Jv(z) 

Where z denotes the distance between the atom and the surface, z0 is some initial point along 

the trajectory where the charge state <na(z0)> is known. The first term is the so-called memory 
term. The second term is due to nonadiabatic charge transfer at the surface and will be called the 
nonadiabatic term. The function f is the Fermi Dirac function, v(z) is the normal velocity of the 
ion, ea(z) is the energy shift, T is the surface temperature, 

oo 

f dz A(z) is the width of the atomic level and % (z) is defined by %(z) =  ——A(z) 
J V(ZJ 
z 

In previous applications of this formalism the memory term has normally been neglected since 
the magnitude of % based on earlier calculations of A has been believed to be large.6 Our finding 
of very long lifetimes no longer allows this approximation and the memory term should be 
included. The unknown quantity is <na (z0)>, the initial degree of ionization. Outside a perfect 
metal surface the ionic levels only shift upwards which would cause this term to be zero close to 
the surface. In the case of alkali adsorption on metal surfaces it has been shown? that there is a 
strong electrostatic potential induced around the atom. This potential shifts down the ionization 



levels in the vicinity of the chemisorbed Cs. We will assume that associated with each 

chemisorbed Cs atom there is an area of influence, &Q, such that if the scattered ion passes through 

the area defined by a0 at the distance z0 the ion is neutralized. Thus, the <na (z0)> term will be 

proportional to the Cs coverage, 0CS, which ranges from 0 for the clean metal surface to 1 for low 

work functions. 

The remaining quantities in Eq. (1) are obtained as follows: ea(z) and A(z) are the shifts and 

lifetimes calculated as described above. The calculations are insensitive to whether the normal 

velocity, v(z), is taken constant or allowed to vary according to an assumed gas-surface interaction 

potential. 

The work function of the metal is changed by alkali atom (Cs) coadsorption. The strong fields 

around these atoms will induce a lateral corrugation of ea. In an earlier application we have shown 

that the effect of a lateral corrugation of ea on the neutralization rates of scattered ions can be 

accounted for by using an effective surface temperature l*1"1" in Eq. 1. 

We now consider Teff, a0 and z0 as parameters and vary them until a fit with experiment is 

obtained. We make no claim of prediction. As we will show, it is possible to reproduce all of the 

experimental data with the same physically reasonable parameters. The key to successfully 

reproducing the experimental results is our finding of long lifetimes of the atomic levels. This 

observation means, first, that the memory term in Eq. 1 will be much more important than what 

has hitherto been assumed, and second, that the charge transfer process will occur so close to the 

surface that the lateral variation of the surface potential must be taken into account. 

The surface temperature, Teff, is estimated by fitting the calculated neutralization yields to the 

experimental data for Cs scattering. We find that the experimental curve corresponds to a surface 

temperature of 1500K. This corresponds to a lateral corrugation due to the chemisorbed Cs of 

0.2eV at distances 10 a.u. from the surface. Such corrugations are consistent with previous 

theoretical calculations.? We emphasize that the use of an effective surface temperature T^ in Eq. 

1, is a nonthermal effect and only applies in charge transfer reactions. 

The second parameter a0 can most conveniently be determined form the Li scattering since the 

memory term is largest here due to the high velocity for Li. The Li scattering experiment reveals 

that below a work function of 3.8 eV, there are no ions emerging. This means that at this 

coverage** effectively the whole W surface is covered with Cs atoms, causing a very efficient 



neutralization of the alkali ions at impact or on their way out from the surface. At the work 
function of 3.8 eV the Cs coverage is around 0.18 which means that the area of influence a0 of the 
Cs is approximately 500 a.u.2 This value seems high, but since the experiments are performed 
under almost grazing incidence, the lateral size of the Cs may be effectively enhanced. 

The final parameter is the initial perpendicular distance z0. A best fit yields zo=9.0 a.u. This 

same choice of z0 and the above-mentioned T and area of influence a0 can reproduce the scattering 

data for all 3 alkali ions for all work functions considered. The results of the calculation is shown 

in Fig. 1. Given the approximate theoretical treatment we have employed and the adjustment of 

parameters, we do not place any importance on the quantitative nature of this agreement. 
However, the fact that we were able to reproduce the qualitative behavior for the three experimental 

systems with the same set of parameters is significant, and this agreement could not have been 
achieved without the long lifetimes computed here. 

In conclusion we have shown that our finding of long lifetimes of excited atomic levels near 
metal surfaces has important implications for the interpretation of ion-surface scattering 
experiments. In particular, the so-called "memory term" cannot be neglected in high energy ion 
surface collisions. In addition, charge transfer processes will only be probable close to the metal 
surface where impurity induced electrostatic fields will introduce a lateral corrugation in the shifts 
of the atomic levels. We have shown that the presence of such a laterally varying electrostatic 

potential has approximately the same effect on the neutralization efficiency in ion-surface scattering 
as an increased surface temperature, and therefore can conveniently be included in the finite 
temperature charge transfer formalism introduced by Geerlings.5 

This work was supported in part by an AFOSR University Research Initiative Contract No. 
F49620-86-C-0125DEF; by the Office of Naval Research under Contract No. N00014-86-K-0735 
and by the Air Force Office of Scientific Research under Contract No. AFOSR-86-0150 and by 
NSF under Contract No. DMR-88-01027. 
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Fig. 1.        Calculated fraction of ions P=l-<na> as function of work function o for Cs, K and 

Li. The experimental results are indicated with crosses. A calculation 9 using the 
shorter lifetimes of Ref. 6 give the dashed lines. The results of the present 
calculations are shown by the solid lines. 
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We report first detailed measurements of the effect of adsorbates on final configuration of 
electrons after electron pickup by positive ions during grazing-incidence and beam-foil interactions. 
Positive hydrogen ions incident at grazing angles on metal surfaces are neutralized and coherently excited 
due to anisotropic electron pickup from the surface. As a result the emitted radiation is strongly circularly 
polarized and when the scattered ions pass through an external electric field, the Stokes parameters 
characterizing the polarization oscillate as a function of the electric field strength. These oscillations, 
quantum beats, arise from quantum mechanical phase interference between participating atomic states. 
The effect of surface modification on these quantum beats is studied by adsorbing oxygen onto the 
surface. In addition, we discuss the alignment induced by interactions of a 17-keV H+ beam passing 
through thin carbon foils with and without a deposited layer of lithium. The results presented here 
demonstrate the sensitivity of these techniques to the influence of overlayers on surface conditions and 
support the idea that future experiments with detailed surface characterization could provide a basis for 
theories of the sensitivity of electron pickup to surface electronic structure. 

1. Introduction 

We have completed an initial series of experiments to study the influence of the surface electronic 
structure on electron pickup in ion-surface interactions. Studies of the dynamics of interactions between 
surfaces and atoms (or molecules) are of importance to basic science because they provide information 
about fundamental processes, and are of importance to technology because they contribute to an 
understanding of phenomena such as catalysis, optical damage, erosion and spaceglow. Measurement of 
the properties of light emitted during particle-surface interactions is a particularly fruitful means of 
undertaking such studies. The frequency, intensity, angular distribution, polarization and point of origin 
of the light are all clues to the nature of the interactions that produce the radiation. Particle-surface 
interactions initiated by a beam of energetic particles can involve the transmission, reflection or 
absorption of the particles by the surface; and the origin of the emitted light can be the particles, the 
surface, or atoms desorbed from the surface. Collisional interactions that involve significant amounts of 
momentum transfer between the incoming beam and the atoms of the solid are commonly studied, as are 

10 



electronic interactions that involve the disruption of electronic structure and/or the exchange of charge 
with little exchange of linear momentum. We report here on studies involving electron-exchange between 
a surface and a beam of protons where the exchange takes place as (1) the beam reflects at a small angle 
from a metal surface, or as (2) the beam exits a thin carbon foil after transmission through the foil. Such 
electron-exchange interactions can provide information about the electronic structure of the surfaces and 
about the nature of the electronic interaction between particles and surfaces. 

The basic observation in these studies is the measurement of the polarization of the light emitted 
by the atom after the ion acquires an electron from the surface. The polarization of the light provides 
information about the state of the electron in the atom at the point of pickup. For example, if the light is 
emitted from a p-state then circularly polarized light shows in the spherical representation an unequal mix 
of m = 1 and m = -1 states while linearly polarized light shows equal amounts of m = 1 and m = -1 with 
a differing amount of m = 0. Models of the pickup process are based on direct resonance transfer of the 
electron between the surface and the ion[l] and such models have been successful in explaining general 
features of the observed polarized light. We are attempting to determine how surface conditions, 
particularly the surface electronic structure, affect the electron pickup process and to what extent the 
experimental techniques of grazing-incidence and thin-foil transmission are sensitive to these conditions. 
To this end we have performed experiments in which adsorbed layers of gases or deposited layers of 
solids have been added to clean surfaces in order to determine the effect of surface electronic structure 
modification on the polarization and quantum beats measured. Significant changes are observed. 

Field Plates 

Scattered 

Emitted Photons 

Incident Ion Beam 

Fig. 1. Schematic diagram of the equipment used for grazing-incidence studies. The grazing-inci- 
dence plate is the (100] surface of a single nickel crystal 'hat is cleaned by heating to  - 800 °C 

and Ar* sputtering in situ. The angle of incidence is  - 4°. 
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2. Grazing-Incidence Studies 

Our studies of ion-surface interactions using grazing incidence were made by means of a 10-keV 
proton beam incident at -4° onto a nickel crystal (Fig. 1). When a proton picks up an electron the 
resulting hydrogen atom can leave the surface in an excited state. In such interactions emitted Balmer- 
Alpha light has been found to be highly circularly polarized indicating an oriented state[2]. For example, 
in the present work we have measured ~ 60% circular polarization. In order to extract further information 
from the excited hydrogen atoms, a uniform transverse electric field (-700 V/crri) is applied to the beam 
downstream from the nickel crystal. This electric field causes Stark mixing of the magnetic sublevels, 
which in turn modifies the polarization of the light emitted in a manner dependent on the coherent 
superposition of the atomic sublevels populated by the electron following pickup. The dependence of the 
polarization on the electric field strength is seen to be oscillatory. The oscillatory structure is due to the 
quantum mechanical phase interference of the atomic sublevels and is referred to as quantum beats. The 
quantum beats provide certain information that cannot be obtained from zero-field measurements, namely 
the coherence parameters of mixed parity states [3]. 

We use reduced Stokes parameters to describe the polarization of the light. These are defined as 

S      IR-IL M _ IQ°-I90° C ^I45°-Il35° (1) 

I ~IR+IL I   ~~Ioo+l900 I      I45°+Il35° 

where each I refers to the intensity of light measured in a particular polarization state[4]. Subscripts 
identify the particular polarization state. Thus, R refers to right-hand circular, L to left-hand circular and 
the remaining refer to linear polarized light in directions denoted by angles with respect to the horizontal 
(Fig. 1). The Stokes parameters completely specify the polarization state of the light. For example, S/I 
represents the circular polarization giving a value of +1 for right-hand circular polarization, -1 for left- 
hand circular polarization and zero when no net circular polarization is present in the light. M/I and C/I 
perform a similar function in characterizing transmission through linear polarizers. Figure 2 shows the 
electric field dependence of the Stokes parameters (quantum beats) for the clean nickel crystal. Note the 
high value of S/I at zero field that is characteristic of grazing-incidence neutralization on clean metal 
surfaces. Our goal is to observe any change in the quantum-beats pattern due to the introduction of an 
overlayer onto the nickel surface and then to relate this change to the modification in the electronic 
structure of the surface due to the presence of the overlayers. Adsorbed oxygen is a suitable overlayer 
because it is known to affect the local electronic structure of surfaces, as is indicated by the fact that the 
work functions of metals are altered by adsorbed oxygen[5]. Also, the effects of oxygen on the 
polarization has been observed in earlier hydrogen beam experiments by Tolk et al [6], and in argon beam 
studies by Church et al [7]. In the present experiment oxygen was introduced into the UHV system to a 
partial pressure of 4xl0"7 Torr; whereas the normal operating pressure with beam on was 2xl0"8 Torr. 
Ambient background pressure with beam off was 6xl0"10 Torr. The quantum-beats pattern recorded for 
the oxygen overlayer surface is shown in Figure 3. It is evident that this pattern differs from that shown 
in Figure 2, particularly for S/I. Thus showing that the quantum-beats pattern is sensitive to the 
modification of surfaces by overlayers. 
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Electric Field ( V/ctn ) 
Fig. 2. Stokes parameters as a function of applied electric field for Balmer alpha radiation. The 
field is applied to hydrogen atoms created by the neutralization of 10 keV protons during a 

grazing-incidence interaction with a clean nickel crystal. 

cs 
C 
V. 
O 

c 

After Dosing with Oxygen 

-7 
at - 4 x 10    Torr partial pressure 

Electric Field ( V/cm ) 
Fig. 3. Stokes parameters as a function of applied electric field for Balmer alpha radiation. The 
field is applied to hydrogen atoms created by the neutralization of 10 keV protons during a 

grazing-incidence interaction with a nickel crystal that is overlayered with oxygen. 
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Carbon Foil 

Proton 

Foil 
Holder 

Fig. 4. Schematic diagram of the experimental arrangement for the thin-foil transmission experi- 
ments. The proton beam strikes the carbon foil at normal incidence. The measurements of 

polarization are made downstream from the foil. 

3. Thin-Foil Studies 

In addition to grazing-incidence studies, we have performed transmission experiments using a 17- 
keV proton beam incident on thin carbon foils. This is a new program intended to identify bulk and 
surface effects in final state determination. The beam-foil geometry of these experiments (Fig. 4) with 
the beam normal to the foil surface, possesses cylindrical symmetry about the beam axis, which results in 
an alignment of the electron pickup along the surface normal [8]. This alignment is manifest in a non- 
zero value of M/I for the light emitted from the atom [9]. The goal of this experiment is to modify the exit 
surface of the foil and observe any change in the value of M/I. The exit surface was modified by dosing 
to a visibly thick layer of lithium from an SAES doser. The mean values of M/I before and after dosing 
differ, as shown in Figure 5. In no case are the values of C/I or S/I seen to be different from zero. As m 
the case of the grazing-incidence studies, we observe that polarization data are sensitive to modifications 
of the surface. 

17 keV Protons 

9.9 ng/cm2 Carbon Foil 

Before Dosing 
with Li 

After Dosing 
wilh Li 

iW^V • i  
 rT+Wii' 

H 

- 8.2 % 

■ 9.X % 

Time (min) 

Fig. 5. M/I as a function of time for 17 keV protons incident normally on a 9.9 fig/cm2 carbon 
foil. Initially the value of M/I was -8.2±0.3%. After dosing the exit surface of the foil with 

lithium M/I shifted to -9.8 ±0.6%. 
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4. Discussion 

In the grazing incidence data presented in Figures 2 and 3 we see a sensitivity of the quantum 
beats to changes in the surface composition due to oxygen coverage. These data provide information 
related to the state of the electron as it leaves the surface. What is ultimately of interest is the influence of 
the adsorbed oxygen on this state. 

Models describing grazing incidence collisions break the atom-surface interaction into two parts. 
There is a strong-interaction region, near the surface.where, due to the presence of the surface the atomic 
states are hybridized and have a finite lifetime [10], the electon can transfer between the surface and the 
atom. There is also a weak-interaction region in which transfer no longer occurs but the quantum 
mechanical phase of the electron is still evolves due to the electric field interaction at the surface. In 
calculations based on the Anderson model [1] it is seen that in the strong-interaction region the electron 
pickup is sensitive to the electronic properties of the surface such as the work function. Thus.the 
influence of oxygen in the strong-interaction region may be through its change in the surface electronic 
properties and this will directly affect the atomic states involved in the pickup. Also, the presence of the 
oxygen can be expected to change the electric fields present in the weak-interaction region this in turn will 
change the time evolution of the state of the electron on the atom. The boundary between the strong and 
weak interaction regions is related to the freezing distance. The freezing distance is defined is the 
distance from the surface at which the electron state decouples from the surface and becomes 'frozen' to 
the atom. Although at present neither the effects in the strong or weak regions are well characterized one 
may still ask if they are consistent with the data presented here. 

In computing quantum beats patterns from an initial atomic state we use a model, developed by 
Tully et al [2], of the time evolution of the atom through the experimental device. This model allows us 
to make changes in either the initial state of the electron which represents changes in the pickup process in 
the strong-interaction region, or to change the electric field at the surface which changes the time 
evolution in the weak-interaction region. Concentrating on the Stokes parameter S/I we start with an 
initial electron state and surface field that gives a quantum beat pattern with a large center peak 
characteristic of the clean nickel surface (Fig.6a). Also shown in Figures 6b and 6c are results of two 
more calculations. For Figure 6b we have left the electronic state unchanged but increased the surface 

-700    -350       0       350      700 -700    -350      0       350     700        -700   -350      0       350     70" 

Electric Field (V/cm) 
Fig. 6. (a) Calculated S/l dependence reminiscent of experimental data for clean nickel surface, 
(b) S/l dependence with increased surface field, (c) S/l dependence for modified initial electron 
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field by a factor of 2 and observe a marked reduction in the height of the central peak. Next, we leave the 
surface field as in Figure 6a and change the initial electronic state again in an attempt to decrease the 
central peak. The change made is to remove the p-state leaving only s- and d- states. This particular 
choice for changing the initial electron state is not based on any model calculation and is thus somewhat 
arbitrary. However as seen in Figure 6c this simple straightforward change in the initial state can also 
give a reduction in the central peak. It may be appropriate to address these questions in terms of the 
freezing distance. One can ask what the effect of the presence of oxygen has on the freezing distance 
(where the electron decouples fron the surface). Conventional wisdom suggests that the freezing distance 
will be nearer the surface for the oxygen covered surface since the oxygen binds the electron more tightly 
both energetically and spatially. Efforts to calculate this effect are underway. 

Although there are some features in the calculation that are not in quantitative agreement with the 
experimental results this analysis demonstrates the possibility that influences on the electron state on the 
atom in both the strong and weak interaction regions can be consistent with the most marked experimental 
feature, i.e. the reduction of the central peak in the quantum beats of S/I. 

5. Conclusion 

We have demonstrated that polarization data (degree of polarization and quantum beats) for light 
emitted in thin-foil and grazing-incidence experiments exhibit a sensitivity to the conditions of the 
surface. Since changes in surface conditions result in changes in the electronic structure of the surface, 
these results suggest that such experiments may be useful for characterizing the electronic properties of 
surfaces and for providing experimental tests for models of ion-surface interactions, including the 
influence of overlayers on those interactions. 

At present we are developing an apparatus that will enable us to study quantum beats in the thin- 
foil geometry. Also, we are developing methods for applying submonolayer coverages. 

This work was supported by Martin Marietta Michoud Contract No.A17205, by the University 
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An MCSCF approach is used to study low-lying excited electronic states of CN~ 
and CN both in vacuo and in point-charge lattices. The latter simulate the electrostatic 
potential that renders excited states of CN~ stable against autoionization in ionic lattices. 
The results provide strong support for a 3£+ assignment for the excited state involved in 
the UV emission spectrum of CN~ in alkali halide substrates. 

INTRODUCTION 

Under certain circumstances, many of the alkali halides emit a prominent 
"molecular" band system in the 2200-3600 Ä region, following excitation by electrons, 
ions, or VUV radiation.1-7 This spectrum was early associated with a CN species2»3 

present as an impurity, and subsequent work pointed strongly to CN~A7 According to 
present interpretations, the emission comes from v = 0 of the lowest excited molecular 
electronic state; and since CN- is isoelectronic with CO, by analogy most authors have 
adopted the 3Z7 designation for the emitter in CN-. 

Recent work from this laboratory8 has raised questions about the 3i7 identification 
of the emitting state, suggesting instead that the analogy is with the isoelectronic N2 rather 
than CO, making 3£+ the first excited state. The principal spectroscopic evidence for this 
assignment is the large increase (by 0.17 Ä) in the internuclear distance Re on going from 
the X lE+ ground state to the excited state, as deduced from analysis of the Franck-Condon 
pattern of the spectrum. The idea that the valence electrons of CN- behave more like those 
in N2 than those in CO is also supported by Auger studies of alkali cyanides.9»10 

Furthermore the long lifetime (80 ms) of the emitting state is more in keeping with 
expectations for 3£+ than for 3I7. 8 

Although a number of theoretical treatments of the ground state of CN- have been 
reported, the work by Ha and Zumofen11 appears to be the only published calculation of 
excited states. These authors studied only the 1TIand 3J7 excited states. They obtained 
results which were not consistent with the experimental spectrum (ARe too small) and 
acknowledged that the actual emitting state might be other than 3il However they 
calculated structures only for CN~ in vacuo. The experimentally observed excited state lies 
5.6 eV above the ground state, which in vacuo would be 1.8 eV above the ionization limit 
of CN-.12 Thus full optimization of the wavefunction in vacuo should lead to CN + e~ 
rather than to a stable excited singlet or triplet state of the anion, which raises questions 
about the applicability of such calculations to the interpretation of the solid-state spectra. In 
the alkali halide lattices the ionization potential of CN- is raised to ~ 10 eV,9 rendering the 
low-lying excited states stable against autoionization. 
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In the present work we report extensive MCSCF calculations for CN~ stabilized in 
point-charge lattices chosen to mimic the experimental environment. Results have been 
obtained over a range of internuclear distances for the lowest 3X+ and 3/7 states as well as 
for the 1X+ ground state. For comparison we have also calculated the first two electronic 
states in the CN radical. These calculations clearly support the 3X+ assignment for the 
emitting state in CN~ and suggest a strong orientational preference for this state in the 
lattice. 

COMPUTATIONAL DETAILS 

The ab initio computations described herein employed the UEXP2 program,13 

which uses the exponential-operator unitary-group MCSCF approach for finding total 
molecular energies.14-16 The basis set consisted of triple-zeta plus double-polarization and 
diffuse functions, denoted "6-311+G(2d)".17>18 The diffuse functions are particularly 
important to account for the relatively large radii of charge distributions in anions such as 
CN-.19 This basis set contains 26 functions of a symmetry, 12 rcx, and 12 TUV. The active 
space included 5 o, 3 KX, and 3 7Cy molecular orbitals. All possible single and double 
excitations were included among the active orbitals of each symmetry, but excitations from 
the core orbitals were omitted. This procedure resulted in the following numbers of 
optimized configurations (CSFs) and rows in the distinct row tables: CN 2X+ ~ 3645 and 
35, CN 2/7-- 3123 and 35, CN" lE+ - 2016 and 39, CN~ 3X+ - 2889 and 39, CN~ 3/7- 
3240 and 36. The calculations were carried out on an SCS Model 40 mini-supercomputer 
and required about 24 hours to obtain values for all five electronic states at a single 
internuclear distance in a particular lattice. 

Computations were done for the lowest states of 2E+ and 2/7 symmetry in CN and 
the lowest states of 1X+, ^E+, and 3 77 symmetry in CN-. All five states were treated in the 
point-charge lattices, and the three stable states - CN (X 2X+), CN (A 2/3), and CN" (X 
1U+) ~ were calculated in vacuo as well. In the lattice calculations the CN or CN- was 
positioned at an anion location in an fee structure having the KC1 lattice constant, 3.14 Ä. 
The model lattice included the nearest and next-nearest layers of positive charges (6 and 8, 
respectively) and the nearest shell of negatives.12 This lattice is relatively small and has a 
net charge of +1 (+2 for neutral CN). However, preliminary computations indicated that 
for the purpose of stabilizing the CN~ excited states, it is adequate to achieve a realistic 
semblance of the stabilization that occurs in the actual lattice. 

We examined two orientations of the CN-, chosen to maintain the molecular 
symmetry of the ion in vacuo (i.e. to preserve the equivalence of the 7tx and 7ty orbitals). 
In the first (lattice A) the CN- axis was directed toward a nearest positive charge (i.e. in the 
<100> or equivalent direction); in the second (B) it was oriented toward a nearest negative 
charge (<110> direction). 

Energies were obtained at internuclear distances 2.039 - 2.839 ao at intervals of 0.1 
ao- Spectroscopic constants --Te, Re, coe, and (üexe - were extracted from least-squares 
fits to Morse functions20 and in some cases to a modification of the Morse function that 
includes a prefactor, 1 + a(R - Re), designed to correct for skewedness errors often 
observed in comparisons of the Morse function with RKR potentials.21 Tests of this 
procedure on similar R regions of the known potentials of other molecules have shown 
that is fully reliable. (However, without additional flexibility, it would not be appropriate 
for spanning a much larger range of/?.) 
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RESULTS AND DISCUSSION 

There have been quite a number of theoretical treatments of CN~ in vacuo, dating 
back at least 20 years; all except ref. 11 (which includes a summary of earlier works) have 
considered just the ground state, X1E+. Only in the more recent works have attempts been 
made to predict the vibrational and rotational constants for this state. The anion remains 
uncharacterized experimentally in the gas phase, but its infrared and UV spectra are known 
in condensed media. The CN radical is of course very well known experimentally; here 
again most of the serious attempts to predict the spectroscopic properties from ab initio 
calculations have been reported only recently. 

Our minimal energies in vacuo 92.38619 hartree for CN (X) and -92.49225 
hartree for CN~(X) - are noticeably higher than the best previously reported estimates, 
^-92.52322 and -92.73911 hartree,23 respectively. In separate calculations using the same 
program and basis, we obtained minimal SCF energies of -92.20950 (CN) and 
-92.33617 hartree (CN~), which are much closer to the lowest available estimates of 
-92.2103022 and -92.34898 hartree.24 In the latter comparison the discrepancy is 
appreciably larger for the anion, which suggests that our basis set is still relatively deficient 
for it, even though diffuse functions have been included. The much larger discrepancies in 
the correlated energies are partly due to our use of inactive core orbitals. Our resulting 
estimate of the electron affinity is 0.93 eV below experiment.12 However, the ab initio 
estimation of molecular electron affinities is a demanding task, and CN a particularly 
demanding target for this task.25»26 As evidence of this difficulty, we note that simple 
adoption of the lowest available estimated energies for both species leads to a 2.0 eV 
overestimation of the electron affinity. 

Table I. Estimated spectroscopic constants (cm-1) for states of CN and CN~ in vacuo. 

*e(A) Te (Oe 0)eXe Reference 

CN(X) 1.1718 0 2068.59 13.087 27 (expt.) 
1.183 2116 12.0 28 
1.19033 2061 12.7 29 
1.1755 2065 13.0 this work 

CN(A) 1.2333 9245.28 1812.56 12.609 27 (expt.) 
1.237 11243 1912 11.9 28 
1.246a 8420 1852 11.5 29 
1.2409 12850 1796 12.8 this work 

CN- (X) 1.173 0 2150 11.3 30 
1.198 2132 16.4 11 
1.1804 2080 12.1 31 
1.1772 2082 13.6 23 
1.1852 2047 12.6 this work 

Tabulated points refitted in present work. 
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Table I above compares recent theoretical estimates of the spectroscopic constants 
for CN(X), CN(A), and CN-(X) with experimental values, where available. Our 
calculations fare well in this comparison: Our Re estimates are high by only 0.004 and 
0.008 Ä, respectively, for the X and A states of CN; and our vibrational constants for these 
two states are the best theoretical estimates reported to date. If the error trends in our 
results for CN can be extrapolated to CN-(X), we can expect the true Re to be 1.177-1.180 
Ä and coe to be 2065-2075 cm-1. These values are consistent with the recent estimates in 
refs. 23 and 31. On the other hand a scaling procedure for SCF values32 has yielded a 
prediction quite close to our calculated value. The one disappointment in these 
comparisons is the 3600 cm-1 error in our estimate of Te for CN(A). 

Our results for all five states in vacuo and in the two lattices are collected in Table II 
below. 

Table II. Ab initio spectroscopic constants (cm-1) of CN~ and CN from present work.a 

**(A) Te CQe (Oexe lattice 

CN" (X)b 1.185 0 2047 12.6 in vacuo 
1.187 2033 12.6 A 
1.184 2053 12.5 B 

CN-(3I;+)C 1.377 47600 1240 18 A 
1.358 45300 1320 14 B 

CN- On) 1.28 59000 1610 4 A 
1.28 57400 1640 7 B 

CN (X)d 1.176 23280 2065 13.0 in vacuo 
1.173 102950 2081 12.8 A 
1.175 101280 2059 13.3 B 

CN (A)e 1.241 36130 1796 12.8 in vacuo 
1.244 114690 1776 12.9 A 
1.242 114110 1787 13.0 B 

aAll energies 1 for each "lattice" are referenced to CN~ (X) for that lattice. 
Experiment: Re= 1.18 A33, ö)e = 21258inKClandNaCl. 
cExperiment: Re = Rej + 0.17 Ä, Te = 45350 (adjusted for smaller ae of present work). 
dExperimental values in Table I. Te in vacuo, relative to CN~ (X), is the electron affinity, 30820 cm-1, 
ref. 12. 
Experiment: Te = 40060 relative to CN- (X) in vacuo. 

By comparison with the other states, the CN- excited states exhibited noticeably slower 
convergence, which was reflected in higher residuals in the fits used to extract the 
spectroscopic constants. However, the latter were still significant to the indicated digits. 
The main result is that the 3X+ state is 1.5 eV lower than 3J7, with precisely the right 
internuclear distance (in lattice B) to account for the observed spectral intensity pattern. 
The energy of 3X+ is also remarkably close to the observed experimental Te; but in view of 
the errors in the electron affinity and in Te for CN(A), this may be fortuitous. However, 
we consider the Re comparison definitive evidence that the state responsible for the UV 
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emission spectrum is indeed 3X+ rather than 3n. Furthermore the calculated energy 
separation of these two states is large enough to trust as an indicator of their relative 
positions, meaning that the emitting state is also the lowest excited state, as is expected on 
physical grounds.8 

Relative to CN~(X) the states of CN show the expected electrostatic upshift in the 
lattice. The magnitude of this shift is about 0.7 eV larger than would be estimated from the 
Madelung energy; but this error is actually very close to the error in the Madelung energy 
for our truncated lattice.34 None of the states of CN- or CN show dramatic sensitivity to 
lattice in their spectroscopic properties; however, the CN~ 3X+ state is more sensitive man 
the others, with a 0.02 A spread in Re values, 80 cm-1 in coe> and 2400 cm-1 in Te. It is 
noteworthy that all of the excited states show lower Te for lattice B than for lattice A, which 
may indicate a real preference for the <110> orientation over <100> (see below). 

In a check on the role of the lattice constant, we repeated the lattice A calculations at 
Re = 1.185 Ä using the larger lattice constant of KCN, 3.25 Ä. All of the states were 
raised in energy, as anticipated, but the energies of the excited states dropped relative to that 
of CN-(X). The decrease amounted to 200 cm-1 for CN" (3X+) which is consistent in both 
direction and magnitude with the experimental observations for NaCl and KC1.8 The 
relative energies of CN(X) and CN(A) dropped by about 2600 cm-1, which is roughly as 
predicted from the change in the Madelung energy for our truncated lattice. 

Our calculations place the CN- 377 state about 10000 cm"1 higher than estimated 
from in vacuo calculations by Ha and Zumofen.11 As we noted at the outset, there is a 
question about the validity of such calculations for electronically unstable excited states. To 
check this point we conducted the following test calculation: First the energies of all five 
states under consideration here were calculated in vacuo at/? = 1.185 Ä using the basis set 
described above. Then the exponents on the diffuse functions in the basis were changed 
from 0.0438 (C) and 0.0639 (N) to 0.01 (both), and the calculations were repeated. This 
change led to slight increases in the energies of the CN states (300 cm-1), a somewhat 
larger increase for CN~(X) (2400 cm"1), but dramatic decreases (13000-14000 cm"1) for 
the excited states of CN-. The moderate increase for CN-(X) is evidence of the need for 
optimized diffuse functions for this state, but the large decreases for the excited states of 
CN- show that such results are meaningless for these unstable states in vacuo. 

Although our estimated coe for CN(Z) in vacuo is quite close to experiment, for 
CN~(X) in lattices our estimates are still 70-90 cm-1 below experiment.8 We attribute this 
disparity to deficiencies in our point-charge model. Fowler and Klein35 have noted that to 
obtain reliable estimates of spectroscopic properties, it is important to retain realistic charge 
distributions for at least the nearest neighbors in the lattice . The overlap compression of 
the central anion by "real" positive ion nearest neighbors in place of point charges might be 
expected to increase coe for the anion. We are presently extending our calculations to check 
this point. 

CONCLUSIONS 

The results of the present study provide solid support for the earlier conjecture8 that 
the excited electronic state responsible for the UV emission spectrum of CN- is 3X+ rather 
than 327. We have also shown that simple point-charge lattices can model the electrostatic 
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stabilization that prevents the excited states from autoionizing in actual lattices. Without 
such stabilization, optimized ab initio calculations must generally yield ambiguous results. 

Although our theoretical estimates of the energy and internuclear distance of the 3£+ 

state agree very well with experiment, our estimate of the vibrational frequency in the 
ground 1X+ state is less satisfactory. We tentatively attribute this shortcoming to 
deficiencies in the point-charge model. Another weakness of this model is its prediction of 
absolute energies: Our calculations place the ground state of CN~ 2200 cm-1 lower in 
lattice A than in lattice B, whereas experimentally CN_ is essentially a free rotor in KC1 at 
room temperature, with a preference for the <111> orientation that is so slight that it is only 
evident at very low temperatures.36 On the other hand, the relatively large difference in the 
calculated Te values for the CN~ excited states in the model lattices may indicate a real and 
much stronger orientational preference in the excited states. Such an effect might be 
expected for the larger internuclear distances and more diffuse electron distributions in the 
excited states and should be experimentally identifiable. 

Another possible problem with the point-charge model is that in the optimization of 
the excited states, it may offer an unphysical opportunity for the electronic charge to 
relocate on what are effectively fixed H nuclei. The slow convergence observed for the 37I 
and 3X+ states may have been signaling this effect, and preliminary calculations for the 
still-higher Estate have shown even more such difficulty. We are currently attempting to 
extend the calculations to check on these possibilities. 
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Vanderbilt Low Energy Ion and Atom 
Beam Facility 

A.V. Barnes and M.M. Albert 

Center for Atomic and Molecular Physics at Surfaces 
Vanderbilt University 
Nashville, Tennessee 

Abstract: We report on the construction status of the low energy facility and present preliminary 
data from low energy ion bombardment of an Al(Li) sample. 

1. Low Energy Neutral Beam Design 

The Vanderbilt low energy neutral beam facility is a new design concept based on grazing 
incidence neutralization of positive ions. This has the advantages of producing neutral beams from 
almost any positive ionic species and working over a broad range of energies. The full system 
design is outlined in figure 1. It consists of a positive ion source, a beam transport system, a 
deccelerator, a neutralizer, and a target chamber. 

The initial ion beam is produced in a Colutron G2 ion source. This is a plasma discharge source 
with a small beam energy spread (±0.2eV) and a low emmitance. The ions are extracted from the 
plasma through a small orifice and focused using a simple Einzel lens geometry. It is then velocity 
selected using a Wien filter (crossed electric and magnetic fields). In operation the source chamber 
pressure is on the order of 10"6 Torr. This character of the source demands a good differential 
pumping section and a bend to get rid of gaseous charge exchange neutrals formed in this region. 
The bend also prevents the light from the plasma discharge from reaching the experimental 
chamber. 

After these elements of the G2 source the beam enters an inhouse designed electrostatic beam 
transport system. The beam is bent and focused through a tube to provide differential pumping. 
The vacuum in this section is about 3xl0-9 Torr. The beam is then bent back parallel to but slightly 
offset from its original direction. Any neutrals formed by gaseous neutralization in the source or 
by grazing incidence neutralization in the tube will be lost from the beam at this point. The beam 
then passes through a second Einzel lens where it is focused onto the deccelerator and grazing 
incidence devices. 

The deccelerator and neutralizer in this device are combined. The neutralization is performed by 
passing the beam through a metallic plate with small holes in it. The holes are arranged at an angle 
such that there is no line of sight transmission and a maximum one bounce transmission. The 
deceleration field is produced by a holding this neutralizer plate at the desired potential and 
transporting the beam as close to the plate as possible before it feels the field. The beam is 
decelerated in a very short distance and then enters the small holes of the neutralizer. This very 
short transport of the low energy ions alleviates most of the space charge effects which hamper 
systems with separate function deccelerators and neutralizes. To perform low energy ion 
measurements the neutralizer is replaced by the target. 
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2. Low Energy Beam Status 

The systems described above are all in the process of being acquired and constructed. The 
Colutron G2 source is presently operating and producing a low energy ion beam. The vacuum 
chamber, chamber mounting stand and electrostatic elements for the transport system are completed 
but have not yet been assembled and tested. 

3. Data Taken with the Low Energy Ion Source 

We have been using the low energy source to investigate the desorption of excited species from an 
Al(Li) alloy. These excited states are measured with a McPherson 918 monochrometer. The 
geometry of the source, target and the monochromator is shown in figure 2. The source is 
connected to the experimental chamber through a small tube to provide differential pumping. The 
pressure in the experimental chamber was lxlO"8 Torr for these measurements. The beam was 
extracted from the source at 2010 volts and deccelerated by changing the potential of the target. 
Under 2 keV ion bombardment we observe emission spectra such as the one in figure 3. The 
strong emission lines correspond to the lithium doublet at 6707Ä (Li*) and the aluminum doublet at 
3944Ä, 3961Ä (Al*). We investigated how the intensities of these lines change as we go to lower 
energies with several bombarding species. 

3.1 Argon Ions 

A separated Ar+ beam of about 900 nanoamperes was extracted from the source. Figure 4 shows 
the yield of Li* and Al* as a function of energy. The constant Al* yield at low energies is caused 
by a high energy neutral contamination in the beam. Note the qualitative difference in the yields. 
As the energy falls below 200 eV the Al* signal becomes constant (all from high energy 
contamination) while the Li* signal remains strong. The point labeled "2p hole" corresponds to the 
energy in the lab where the center of mass energy in the argon-aluminum system corresponds to 
the 73 eV needed to remove a 2p electron from the aluminum atom. Also note the break in the Li* 
yield at around 100 eV. We have not yet found a good explanation for these behaviors. 

3.2 Nitrogen Ions 

A separated N+ beam of about 100 nanoamperes was extracted from the source and used to 
measure the yields as a function of energy. Figure 5 shows the energy dependence of the observed 
Li* signal. Note that this signal does not go to zero at zero energy. This is do to a contamination 
of the beam by high energy neutrals formed by grazing incidence neutralization at the differential 
pumping tube. Figure 6 shows the ratio of the Al* yield to the Li* yield. These were collected 
during the same energy scan. The Al* yield goes to zero at about 115 eV. At the same energy the 
Li* yield changes slope. The point labeled "2p hole" again indicates the energy in the laboratory 
frame where the center of mass energy in the nitrogen-aluminum frame equals the energy required 
to remove a 2p electron from the aluminum atom. 

3.3 Oxygen Ions 

A separated 0+ beam of about 10 nanoamperes was extracted from the source and maintained for 
several hours. During that time we made the yield measurement shown in figure 7. Note the sharp 
fall off in the yield as the energy decreases. This fall off is at a much higher energy than with 
either Ar+ or N+. 

4. Future Measurements 

We plan to expand these measurements by running different ions and by measuring the ground 
state neutrals using laser induced fluorescence. By investigating the relative yields in many 
systems we hope to uncover specific mechanisms which are responsible for the excited state 
emissions. 
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Kinser D. L.*. Mendenhall M. H.+, and Quarles R. A.* 

*Department of Materials Science and Engineering 

"•"Department of Physics and Astronomy 

Center for Atomic and Molecular Physics at Surfaces 

Vanderbilt University, Nashville, Tennessee, 37235, USA 

Abstract 

The displacement of charge in glasses by electron, particle and gamma radiation has 

been known for a number of years but quantitative measurements of charge storage and 

mechanical displacement resulting from the Coulombic forces have not been reported.   The 

charge stored and mechanical distortion of types II, III, and IV high purity S1O2 glasses have 

been measured after exposure to 137Cs gamma radiation.  The type IV a-SiO glasses store the 

largest charge and display the largest distortions. 

Introduction 

The storage of charge in dielectrics has been known since the observations of 

Lichtenberg /J/ whilst radiation induced storage was first reported by Culler in 1959 >2'. 

Many studies on radiation effects in glasses have concentrated on the atomic-scale structural 

defects induced by radiation /3/.  The majority of such studies were conducted after irradia- 

tion in cylindrically symmetric radiation sources /4/ which result in isotropic damage and no 

net charge displacement.  Thermally stimulated discharge current measurements on lead-silicate 

glasses were reported by Hong, et al. /*/.  The results of those measurements indicated that 

charge storage appeared to be influenced by the microstructure of the phase separated glass. 

The charge storage sites in a-Si02 are almost certainly not related to the microstructure of 

the glass but are rather point defects arising from either structural or chemical disorder 

within the glass.  The work of Dutta, et al. /6/ reports an observation of polarization of 

intrinsic defects in a-Ge02 and it appears that such defects are the sites where displaced 

charge is stored in those glasses. 

This work examines the macroscopic effects of anisotropic 137Cs radiation.  Compton 

electrons which are isotropically displaced in most experiments are anisotropically displaced in 

these experiments hence new effects arise from the macroscopic displacement of charge.  This 

research quantitatively characterizes the charge displaced and elastic distortion arising from 

the Coulombic forces acting on the solid. 
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Experimental Procedure 

Thermally Stimulated Discharge Current (TSDC). TSDC measurements were made on 

samples of type I1! II, III, and IV high-purity silica samples after anisotropic radiation to a 

dose of 1.5 x 105 rad. Samples were gold coated on both faces before irradiation. Contrary 

to normal procedures for measurement of TSDC, no external voltage was applied to the sample 

at any time before or during these experiments. The discharge currents reflect the polariza- 

tion induced by Compton scattering during the gamma irradiation. The measurement apparatus 

employed has been previously described f°'. 

He-Ne Laser Interferometrv.  Samples examined were 1 mm thick, 30 mm diameter discs 

polished to less than 10 wavelengths per inch aperture.  The face of the sample exposed to 

the radiation source was coated with gold to increase its reflectivity thus enhancing the 

interference from the surface of interest.  The interferometer employed is schematically 

depicted in Figure 1.  He-Ne laser interferograms (A=632 nm) were photographically recorded 

before and after irradiation.  The interferograms were analyzed by measuring distances 

between successive fringes in two orthogonal diameters of the sample as illustrated in Figure 

2.  The measurement before and after irradiation were made along the same diameters as 

referenced to a fiduciary mark on the gold coating. 
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Figure 1:  Experimental setup of the interferometer showing the direction of irradiation with 
respect to the optical flat. 

Results 

A representative result from the TSDC measurements is shown in Figure 3.  The current 

released from this sample appears in two temperature ranges (~320°C and ~500°C).  This curve 

was integrated to give the total charge stored in the irradiated sample.  The results of these 

measurements for the six samples examined are tabulated in Table 1.  TSDC measurements 

were conducted on the samples as summarized in Table 1.  For the 137Cs radiation dose of 1.5 

X 105 rad, the charge stored rises from 7.2 X 10"9 in the type II glass to 1.5 X 10"5 

Coulombs in the type IV glass.  The charge stored at equivalent radiation dose thus varies by 

a factor of 104 for the samples examined in this work. 
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Figure 2:   Interferogram of Optosil (type II) irradiated to 1.5 X 10^ rad '^7Cs.   Distortion 
measurements were performed by measuring the distances between fringes along the orthogonal 
diameters marked "X" and "Y". 

Table I 

Maximum Deflection (nm) Charge Storage for 
Glatt TYPS Manufacturing PrOtC»      Trade Name LSjOfläEad.   l.SxIQJ-Rad 1.5 x \QJ Rad 

It Electromelted Natural      Optosil 
Quartz 

400 400 7.2 x I0'9C 

HI Flame Hydrolysis Spectrosil 250 250 1.3 x I0"7C 
S1CI4 Suprasil I 400 250 1.5 x 10'7C 

Corning ULE 350 400 

IV Plasma Oxidized 
S1CI4 

Spectrosil WF 
Suprasil Wl 

450 
500 

1200 
900 

1.5 x I0*5C 
1.4 x I0'5C 

Class/Ceramic     Conventional Melting       Zerodur <50 <I00 

Readability of He-Ne laser interferometer - lOOnm 

Results of these measurements are presented in Figures 4-6 for samples of types II, III 

and IV a-Si02.   Examination of these results reveals that the samples were not initially 

optically flat but distortion induced by the radiation is nevertheless evident.  The results for 

type II glass (Optosil) indicate that the outer edge of this glass is deflected approximately 400 

nm by the 1.5 X 10^ rad radiation dose employed.  The corresponding results for type III 

(Spectrosil) shown in Figure 5 indicate that this glass is distorted slightly less (~250 nm) for a 

corresponding dose.  Similar measurements on another type III (Suprasil) a-Si02 result in a 

maximum displacement of 400 nm at equivalent dose.  The results for a type IV glass 
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Figure 3: Thermally stimulated discharge current measurement for Spectrosil WF (type IV) 
subjected to anisotropic dose of 1.5 X 105 137Cs. Integration of this curve yields the total 
charge stored as tabulated in Table 1. 

(Spectrosil WF) are shown in Figure 6.  These results indicate that the displacement of the 

surface exceeds 1500 nm at a dose equivalent to the types II and III samples discussed above. 

The peculiar shape of the displacement as a function of distance for this sample is a conse- 

quence of buckling which locally reversed the original curvature of the sample. 

The results presented are measurements made on orthogonal directions of the sample 

with the maximum distortion.   It should be noted that different samples were used for the 

1.5 X 104 and 1.5 X 105 rad doses.  This explains the differences in initial shapes amongst 

the unirradiated glasses.  These differences in shape are especially prominent in Figure 5, a 

type III (Spectrosil). 
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Figure 4:  Displacement curves for Optosil (Type II) a-SiC>2 for 137Cs dose of 1.5 X 104 rad 
(left) and 1.5 X 105 rad (right). 
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Figure 5:  Displacement curves for Spectrosil (Type III) for ,37Cs dose of 1.5 X 104 rad 
(left) and 1.5 X 105 rad (right).  Note the difference in shape of the unirradiated samples 
arises from the different initial surface profiles. 
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Figure 6: Displacement curves for Spectrosil WF (type IV) a-SiC>2. Distortion saturation was 
not achieved after 1.5 X 104 rad (left) resulting in increased distortion and buckling after 1.5 
X 105 rad (right). 

Discussion 

The charge displaced by anisotropic gamma radiation in a-SiC>2 varies over four orders 

of magnitude with glass type for a fixed radiation dose.  This observation indicates that the 

charge storage and charge bleed-off processes are sensitive to glass processing variables.  This 

is consistent with the radiation induced E' and oxygen hole center production rates '9< in 

similar glasses which are also markedly sensitive to glass preparation processes. 

Anisotropic ,37Cs gamma irradiation has been observed to distort high purity silica 

optical materials.  This distortion of the material is a consequence Coulombic forces arising 

from charge stored in the samples which requires storage of electrons and/or holes at 

preexisting trapping sites.  We conclude that the trapping sites are preexisting because their 
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ability to trap charge depends upon the type a-SiC>2 or prior thermal processing of the glass. 

The Coulombic interaction of the macroscopically displaced charge results in a mechanical 

stress which leads to distortion of the glass shape.  The magnitude of this distortion depends 

upon prior glass processing because the charge which produces the distortion is stored in 

trapping sites whose concentration is dependent upon prior glass processing. 

The radiation induced mechanical distortions have saturated at the lowest dose level 

(1.5 X I04 rad) employed in current studies of type II and III silicas.  These glasses show the 

minimum observed charge storage and the smallest shape distortions. 

Type IV silica glasses were observed to store the largest charge and also had the 

largest shape distortions.  The displacement in these glasses was not saturated at 1.5 X 104 

rad as the distortion doubled when the radiation dose was increased to 1.5 X 105 rad, but no 

additional distortion occurred as the dose was increased to 1.5 X 106 rad. 

CONCLUSIONS 

1. The charge released from an anisotropically irradiated a-Si02 sample correlates positively 

with the radiation induced distortion in the glass. 

2. The quantity of charge stored in a-Si02 glasses is sensitive to glass processing variables 

hence the mechanical distortion of the glass depends upon processing variables. 
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Characteristics of the Vanderbilt/SRC 6-meter 
Toroidal Grating Monochromator at the University of 

Wisconsin Synchrotron Radiation Center (SRC) 
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Vanderbilt University, Nashville, TN 37235 

Abstract 

The Vanderbilt University/Synchrotron Radiation Center 
6-meter toroidal grating monochromator (TGM) was commissioned the 
first of March 1988. The general layout of the beamline and the 
characteristics of individual components are given. Extensive 
resolution measurements have been done using transitions of the 
inert gases. The experimentally determined resolution is compared 
with theory for the medium energy grating. Finally, it is shown 
that by masking the outer portions of the grating that the 
resolution can be improved significantly. 
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The University of Wisconsin Synchrotron Radiation Center 
storage ring is normally run at 800Mev with injected currents of 
200ma. There are nine beamlines that are owned and maintained by 
the Synchrotron Radiation Center, in addition, there are eight 
beamlines that are owned and maintained by participating research 
teams. Vanderbilt University and the Synchrotron Radiation Center 
are co-owners of a 6-meter toroidal grating monochromator commonly 
referred to as a 6-meter TGM. The beamline was offically 
commissioned the first of March 1988. The TGM is a high flux, 
relatively high energy monochromator. The general layout of the 
beamline is shown in figure 1. The light enters from the left in 
the figure and is focused by the first mirror on the entrance 
slit. After passing through the entrance slit the light hits the 
grating. The light is then focused by the grating on the exit 
slit and then passed through a chamber containing an array of 
filters. The next component along the beamline is a beam chopper 
(not shown in figure 1). Finally, the beam is refocused by the 
exit mirror to a point 17.5 inches from the exit valve. 

The charactersitics of the first mirror are shown in table 1. 
The mirror is located 1800 mm from the source and has a minus 5° 
tilt. The entrance and exit slits are continuously adjustable 
between 8pm and 5000pm. In addition, the slit assemblies have a 
series of horizontal apertures to reduce the width of the image at 
the slit. The gratings are composed of a silicate substrate with 
ion-itched holographic rulings coated with platinum or gold. The 
grating characteristics are shown in table 2. There are three 
6-meter toroidal gratings (low, medium and high energy) mounted on 
a revolving carousel. The useable energy range and the 
theoretical resolution for each of the three gratings is given in 
table 2. The gratings can be used outside the given energy range 
but the flux is fairly low. 

The resolution of a TGM with a stationary exit slit is 
dependent on the wavelength since the slit coincides with the 
Rowland Circle at only two points during the rotation of the 
grating. Consequently, as the grating is rotated the light is 
focused on the exit slit at only two positions of the grating. So 
the resolution of the TGM not only depends on the slit width but 
also on the the wavelength. The theoretical resolution for the 
medium energy grating is shown in figure 2. Only at the two 
energies corresponding to the minima of the curve is the light 
focused on the exit slit. The resolution can be improved at the 
non-optimal wavelengths by masking the outer portions of the 
grating. By masking the grating the amount of scatterd light is 
reduced and hence one may observe an improvement in the 
resolution. Transitions of He, Xe, Ar and Ne in the gas phase 
have been used to experimentally determine the resolution at 
various energies. Shown in figure 2 are some of the 
experimentally determined resolution values for Ar, Ne and He at 
various slit widths. For Ne the resolution was improved at 300pm 
slits with masking of the grating. In figure 3 absorption versus 
energy is plotted for a transition of He in the gas phase at 300pm 
entrance and exit slits, 100pm slits and 100pm slits with the 
grating masked. There is a substantial increase in the resolution 
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due to masking of the grating. Figures 4 and 5 show the improved 
resolution as a function of slit width for a transition of Ar and 
Xe respectively in the gas phase. 

One of the characteristics of holographic gratings is their 
large contribution of higher order components. While doing the 
resolution experiments it was found that the second order 
component was as much as 50% and orders as high as 8th were 
observed. The large contribution from higher order components 
explains the necessity of a filter array. In table 4 the proposed 
filter array is given. Presently only the LiF and Al filters are 
installed, however the Sn and In filters have been ordered and 
should be installed by December 1988. Also present in the filter 
chamber are a Au diode and a Ni mesh. These are used to measure 
the intensity as a function of energy for each of the three 
gratings (figure 6). The characteristics of the exit mirror are 
very similar to the entrance mirror characteristics given in table 
1. 

The experiments that have been done recently on the 
Vanderbilt/SRC beamline include photon stimulated desorption of D 
from a D rich KC1 crystal and the emission of secondary electrons 
from NaCl, LiF, KCl and KBr. The spectrum of a KC1 crystal while 
dosing with D2 between 2000 A and 8000 A is shown in figure 7. The 
most prominent features are the bulk fluorescence from KCl, Da, 
Dß, 0D and K*. The H layer experiments will be continued the 
first of December. 

The Vanderbilt/SRC 6-meter TGM has met if not exceeded all 
previous expectations. The flux and resolution are very close to 
the theoretically predicted values. Vanderbilt as well as other 
users have been pleased with the overall performance of the 
monochromator. 
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Table 1:  Entrance Mirror Characteristics 

Figure Type ELIPSOIDAL 

Dimensions 80 mm by 40 mm 

Magnification 1 : 1 

Deflection Angle -10.0° 

Acceptance Angle 22mrada; 

3.9mrady 

Coating Gold 

Surface Roughness 46 A(rcns) 

Supplier Research Optics 

42 



Table 2: Grating Characteristics 

GRATINGS    I 

Figure Type TOROIDAL 

Dimensions 135 mm by 45 mm 

Magnification 1 : 1.84 

Deflection Angle +20.0° 

Rulings Holographic / Ion Etched 

Coating Platinum or Gold 

Supplier Jobin-Yvon 

GRATINGS     II 

Grating 
Low Energy 

(LEG) 

Medium Energy 

(MEG) 

High Energ}' 

(HEG) 

Groove Density 288 /mm 822 /mm 2400 /mm 

Useful Range 
1650 - 500 A 

7.5 - 24.8 eV 

600 - 175 A 

20.6 - 70.9 eV 

190 - 65 A 

65.2 - 191 eV 

Optimal 

Resolution 

.61 A @ 1378 A 

4 meV @ 9 eV 

.18 A @ 476.9 A 

10 meV @ 26 eV 

.055 A @ 165.3 A 

25 meV @ 75 eV 
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HREM Observations of Electron-Stimulated Damage Processes 

in NiO 

M.I. Buckett and L. D. Marks, Dept. of Materials Science and 

Engineering, Northwestern University, Evanston, IL 60208 

Beam-induced structural and chemical changes in materials which 

occur during observation in the electron microscope may be classified as 

radiation effects or more specifically, radiation damage. The various 

mechanisms by which these occur include ballistic (knock-on), radiolysis 

or electron-stimulated desorption (ionization), and thermal (beam heating) 

processes. These processes may be initiated either in the bulk or on the 

surface and are inherently specimen, beam energy, dose and/or flux 

dependent. Further effects of specimen preparation and surface 

environment are also important considerations, especially for surface- 

initiated processes. It has recently been shown that high resolution 

electron microscopy (HREM) can be a complementary technique to surface 

science studies.1"3 In this paper, we wish to show that this is the case for 

the electron-stimulated damage processes in NiO. 

It is now well-established from the surface science literature that 

electron-stimulated desorption (ESD) of oxygen occurs from maximum 

valence transition metal (TM) oxide systems, such as Ti02, W03, and 

V205 4 as well as systems of chemisorbed oxygen on metal surfaces under 

low energy electron bombardment. These results have been supported by 

HREM investigations which report the formation of a 'metallized' surface 

layer during electron irradiation in a number of TM oxide systems.3,5 The 
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desorption mechanism (specifically the observance of 0+ desorption) from 

maximum valence TM oxides has been successfully described by Knotek and 

Feibelman 6 (the K-F mechanism); whereas more general descriptions of 

the desorption mechanism from metal surfaces, covalently bonded solids, 

as well as several other systems have been proposed by a number of 

authors, the most notable being attributed to Menzel and Gomer7 and 

Redhead 8 (the MGR mechanism) and Antoniewicz. 9 

ESD in NiO remains a controversial subject in that conflicting 

observations of 0+ desorption 10,11 and the lack of 0+ desorption 6-12 have 

both been reported. It should be noted that NiO is not a maximum valence 

TM oxide and therefore is not a classic K-F material. Previous HREM 

investigations of NiO have contributed a number of interesting observations 

but, unlike the results obtained for Ti02,13-14 V205, and W03,14 have not 

shown conclusive evidence revealing the nature of ESD processes in this 

material. Smith, et al., reported the recrystallization of a (100) NiO 

surface and the formation of holes.15 Luzzi, et al., observed the formation 

of Ni islands, and measured a beam energy threshold of 115+5 keV for 

ballistic damage in NiO.16 Observations of Ni islands have also been 

reported by Ostyn and Carter for ion-milled NiO for a beam energy of 125 kV 
17 and by Liu and Cowley for beam energies of 100 and 200 keV18 . Liu and 

Cowley further reported on the apparent melting of NiO under an intense 

beam. 

In this study, beam-induced structural and chemical changes occurring 

in-situ in the electron microscope were observed and classified under 

various operating conditions and sample preparations. Our results indicate 

that ESD is not a predominant damage mechanism in NiO. Clean NiO is fairly 
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stable in the electron beam and suffers primarily from ballistic damage as 

shown in Figure 1. Electron-stimulated reaction (ESR) processes, however, 

do occur in this material and are observed under conditions where the 

surface is heavily defective and/or covered with adsorbed gases, e.g. - as a 

result of sample preparation, or if the surface is contaminated with a 

reactive carbon layer. Under these circumstances, two prevalent reactions 

are observed as described below. 

In specimens free of carbon contamination, an electron-stimulated 

oxidation reaction occurs at the NiO surface which results in the formation 

of a Ni304 spinel phase as shown in Figure 2. In specimens where reactive 

carbon contamination is present, a vigorous reduction reaction occurs at 

the NiO surface which varies in extent from the formation of Ni islands 

(Figure 3) to more extensive bulk structural changes such as 

recrystallization, spontaneous disintegration, or apparent melting. The 

reactions occur more vigorously at lower incident electron energies, as can 

be seen in Figure 5. 

It has been confirmed that the radiation damage mechanisms are 

primarily surface-initiated by encapsulating the surface with an unreactive 

graphitic layer. In this encapsulated condition, the ESR processes were 

completely quenched and the ballistic processes were greatly retarded. 

The effect of encapsulation on beam damage is illustrated in Figure 6. This 

sample surface was only partially encapsulated, resulting in a significant 

difference in the rate at which the exposed versus unexposed surfaces 

degraded. 

The dependence of radiation damage on electron beam energy, flux, and 

crystal orientation has also been investigated. Results are summarized in 
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Table I. The energy dependence was determined simply by varying the 

operating voltage of the microscope. Two flux conditions, low and high, 

were utilized. In the low flux condition, the incident electron flux was on 

the order of 102 A/cm2. In the high flux condition, the flux was on the 

order of 50 times higher. Three specific crystal orientations were 

investigated: the (001), (110), and (111) zones. 'Clean' samples indicate 

freshly prepared surfaces with essentially contamination free initial 

surfaces. 'Dirty' samples indicate the presence of a carbon layer on the 

initial surface. These samples were usually left in air for 1 day to 2 weeks 

prior to insertion into the microscope. 

Conclusion 

The behavior of NiO surfaces during electron irradiation has been 

shown to be quite varied and complex. It involves both electronic and 

ballistic processes which depend on the condition of the surface and the 

surface environment, as well as electron beam energy, flux, and crystal 

orientation.   It has also been shown that high resolution electron 

microscopy - with which definite structural observations of surfaces can 

be obtained - can serve to complement other surface science techniques 

where direct structural information can only be inferred. 
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Table I 
Summary of Electron Irradiation Damage in NiO 

Incident Electron Energy = 300 kV 

Sample 
Orientation 

Clean 
High Flux Low Flux 

Dirty 
High Flux Low Flux 

(100) Ballistic erosion 
of surface, scarce 
traces of Ni304 

Ballistic erosion 
of surface, competing 
Ni304 formation 

Spontaneous 
disintegration 

Spontaneous 
reaction to form 
Ni islands, 

(Figure 1a) (Figure 2a) Recrystallization, 
Spontaneous 
disintegration 

(110) Ballistic erosion 
of surface, scarce 
traces of Ni304 

Ballistic erosion 
of surface, competing 
Ni304 formation 

Spontaneous 
disintegration 

Spontaneous 
reaction to form 
Ni islands 

(Figure 1b,c) (Figure 2b) (Figure 3a,b), 
Recrystallization, 
Spontaneous 
disintegration 

(111) Ballistic erosion 
of surface, competing 
Ni304 surface phase 

formation 

Incident Electron Energy = 100 kV 
Clean 

Sample 
Orientation 

High Flux Low Flux High Flux LQWFIUX 

(100) - - Recrystallization, 
Disintegration 

- 

(110) 

" 

Formation of 
Ni304 surface 

phase 
(Figure 4) 

- - 

(111) - - Spontaneous 
Disintegration 
(Figure 5) 

- 
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iHtA, ^ 

Figure 1.   a)   NiO(100) after 1 hr. of high flux irradiation at 300 kV. Ballistic 
damage in the form of surface erosion was evident by the slow etching 
and grooving of the initially smooth surface. 

b) NiO(110) after 1 hr. of high flux irradiation at 300 kV. As in a), 
ballistic damge is prevalent along with trace isolated areas of 
the Ni304 spinel phase. Computer simulation is inset. 

c) Same sample as in b), after 2.5 hr. of high flux irradiation at 
300 kV. 
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Figure 2.   Surface-initiated Ni304 spinel phase formation in NiO after short time 

(<0.5 hr.) at 300 kV. Computer simulations are inset,   a) NiO(100). 
b) NiO(110). 
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Figure 3. a) and b). 'Dirty' NiO(110) samples which, at the onset of irradiation at 
300 kV, had undergone spontaneous reaction to form Ni islands on all 
exposed surfaces. 
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Figure 4. NiO(110) irradiated for a short time at 100 kV. The characteristic 
surface fringes correspond to Ni304 formation. 
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Figure 5.   NiO(111) particle which, at the onset of irradiation at 100 kV, 
had undergone spontaneous disintegration. 
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Figure 6.  A partially encapsulated NiO(110) surface.   En- 
capsulated regions undergo no apparent beam 
damage, whereas exposed regions are being 
eroded away. 
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LASER-INDUCED DESORPTION AND ELECTRON EMISSION 

Paul G. Strupp 
Peter C. Stair 

Eric Weitz 

Department of Chemistry 
Northwestern University 
Evanston, Illinois 60208 

Introduction 

The subject of this paper is an experimental investigation of the 

laser-induced emission of electrons and ions from a clean Cu(100) single 

crystal surface in ultrahigh vacuum.  Electron emission produced by a three 

photon excitation process is observed for wavelengths in the range 575 nm to 

640 nm at absorbed laser intensities from 10 to 50 Mw/cm2.  At laser 

intensities of approximately 75 Mw/cm2 the electron emission flux increases 

dramatically.  Since the threshold for this giant electron emission was 

observed to depend upon sample temperature, the process is clearly thermally 

assisted.  Emission of copper ions from the surface is also observed with a 

laser intensity threshold at approximately the same value as measured for the 

thermally assisted electron emission.  The ion kinetic energy distribution is 

clearly nonthermal suggesting that the mechanism for ion emission is not 

simply sublimation of copper due to laser-induced heating. 

Experimental 

The copper surface in ultrahigh vacuum (P ~ 5x10"^ torr) was prepared in 

a clean state by a combination of argon ion bombardment and annealing.  The 

surface composition and structure were characterized by Auger electron 

spectroscopy and low-energy electron diffraction, respectively.  Radiation 

from an excimer pumped, tunable dye laser was directed on the surface at an 

angle of 45° from the surface normal.  The pulse energy was measured and 
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recorded for each laser shot using a photodiode.  Time resolved charged 

particle emission, either electrons or ions, was measured for each laser shot 

by feeding the output of a 75 mm diameter microchannel plate array charged 

particle multiplier into a charge sensitive preamplifier and thence into a 

transient recorder/microcomputer (see Fig. 1).  The detector subtends a cone 

angle of 60° above the sample.  Both the copper sample and a set of grids in 

front of the microchannel plate array could be electrically biased in order to 

collect particles whose trajectories would otherwise fall outside the active 

area of the detector.  The biasing was also used to discriminate ions from 

electrons as well as emission due to the sample from stray emission sources 

elsewhere in the vacuum chamber. 

Results 

Three Photon Photoemission 

Fig. 2 presents a log-log plot of the measured electron emission signals 

as a function of the absorbed laser power density produced by irradiation at 

590 nm with the sample at 300 K.  Each point in the figure represents a single 

laser shot.  The data falls on a straight line with a least-squares slope of 

2.8, consistent with a three photon excitation mechanism. 

The three photon excitation mechanism was confirmed by retarding 

potential measurements of the electron kinetic energy distribution.  The 

experiments were performed by recording the electron emission intensity with 

the retarding grids shown in Fig. 1 at a series of negative voltages.  The 

measured signals, shown in Fig. 3, are due to electrons with kinetic energies 

in excess of the applied potential between the copper sample and the retarding 

grids.  The high energy threshold for the data in Fig. 3, at 2.2 eV kinetic 
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energy, is indicative of emission originating at the Fermi level.  The total 

energy of these electrons above the Fermi level, -6.6 eV, (equal to the sum of 

their kinetic energy and the Cu(100) work function, 4.4 eV) is consistent with 

expectations for a three photon process. 

Examination of the copper bulk band structure [1] suggests a likely 

transition for the three photon excitation process. The A^ to Xi  transition 

at the L point in the bulk Brillouin Zone is dipole allowed and of the proper 

energy to explain the measured kinetic energies. An angle resolved emission 

experiment is required to identify the states involved in the three photon 

process. 

Thermally Assisted Electron Emission 

At higher absorbed laser powers the electron emission flux begins to roll 

over as a function of increasing laser power density.  This is interpreted as 

arising from space charge effects due to large electron densities just above 

the surface.  At still higher laser power densities the electron emission flux 

increases dramatically, approximately 100-fold.  Fig. 4 shows two sets of data 

which differ in the sample temperature.  For the sample at 300 K the emission 

flux "jumps" from approximately 1000 electrons per laser shot to 50,000 to 

100,000 electrons per laser shot.  The "jump" in emission flux depends upon 

sample temperature as shown by comparing the data obtained at 160 K and 300 K. 

The electron fluxes at laser power densities from 75 to 100 Mw/cm2 are much 

lower at the lower temperature indicating that the excitation process has a 

thermal component. On the other hand, calculations using the Richardson 

Equation [2] indicate that surface temperatures in excess of 1700 K would be 

required to produce the observed electron fluxes by purely thermionic emission 
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(see Fig. 5). Temperatures in this range are substantially in excess of the 

melting point of copper, but no evidence for sample melting was observed. 

Thus we hypothesize that the giant electron emission fluxes are due to 

thermally assisted photoemission as described by Lin and George [3]. 

Copper Ion Emission 

Copper ion emission from the surface was detected at absorbed laser power 

densities above 50 Mw/cnr (see Fig. 6). The emission flux vs. absorbed laser 

power density follows a linear log-log relationship with a slope of -9.5.  In 

the early literature on laser-induced electron emission from surfaces a slope 

above 2-3 was interpreted as evidence for thermal emission [4].  However, the 

ion kinetic energy distribution, measured by the retarding field method, peaks 

at -0.75 eV. This is much too large to be explained by purely thermal 

excitation via laser-induced heating.  Furthermore, sample temperature did not 

effect the yield of ions.  At the present time we have no mechanism which 

explains the ion emission. 
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Calculation of the Laser-Induced Thermionic Electron Emission Flux From Copper 

Richardson Equation: 

j = A T2 exp(-e^/kT) 

A is a universal constant equal to 120 amps/cm2-T2 

e<f>/k = 1.1604xl04 <f> where $ is  in volts 

For a laser irradiated area of 0.0023 cm2 and a pulse duration of 10"° sec. 
the number of electrons emitted per laser shot is given by: 

N = A (6.25xl0
18 elec/coul) (0.0023 cm2) (10"8 sec) T2 exp(1.1604xl04 <f>/T) 
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A Quantitative Test of the Kinetic Model of Secondary Ion Emission 

Robert A. Weiler 

Department of Materials Science and Engineering 
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Center for Atomic and Molecular Physics at Surfaces 

Vanderbilt University 

Nashville, Tennessee 37235 

Abstract 

The kinetic model of secondary ion emission has been used as the basis for an extensive set 

of calculations of the yield of secondary Al+ ions as a function of primary ion energy. These 

computations have been compared with the recently published results of measurements of the 

intensity of Al+ and Al2+ secondary ions produced by 15-275 keV Ar+ ion bombardment The 

theory as presently formulated does not adequately reproduce the variation of secondary ion 

intensity with primary ion energy, suggesting that the collision sequence leading to the ejection of 

an excited Al atom has not been properly identified. In particular, the data are inconsistent with the 

assumption that the crucial excitation occurs in the later stages of a well developed collision 

cascade. 
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1. Introduction 

The complexity of secondary ion emission has thus far prevented the development of a 

general quantitative theory of ion yields even for emission from simple elemental targets. The 

essence of the problem is that ionization of an atom is a quantum phenomenon requiring a fully 

quantum mechanical description, while atomic motion in a solid is usually adequately described by 

classical mechanics. Thus, sputtering theories based upon classical transport theory and sputtering 

models based upon classical molecular dynamical calculations cannot be readily generalized to 

explain the sputtering of ions. Since the fully quantum mechanical description of a collision 

cascade is not (and may never be) a practical alternative, it is reasonable to construct a theory in 

which the internal states of atoms are treated quantum mechanically, their center-of-mass motions 

are treated classically, and a mechanism is provided for the two motions to be coupled. The kinetic 

model of secondary ion emission is such a theory. 

The kinetic model was devised by Joyes [1-3] in order to explain data of Hennequin [4,5] 

and has been further refined by Veksler [6-8]. Its distinguishing feature is that it uses the concept 

of electron promotion developed by Fano and Lichten [9] as the mechanism which couples center- 

of-mass motion into internal excitation. Collisions in the solid are assumed to be binary and in 

other respects identical to collisions of isolated atoms. In the collisions, some fraction of colliding 

atoms are excited and these excited atoms continue to participate in the collision cascade until they 

are sputtered. Those which have not previously reverted to the ground state then relax to the 

ground state by Auger electron emission and, in so doing, become ions. 

The kinetic model is supported by several experimental observations. In one of the most 

striking, Brochard and Slodzian [10] showed that the yield of Al2+ ions increases quadratically 

with increasing Al concentration in a Cu-Al alloy. The implication of this observation is that the 

excitation which precedes the creation of sputtered ions involves collisions of Al atoms with other 

Al atoms. It is well known that in the electron promotion model such symmetric collisions are 
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most effective in producing excitation. Thus, this experiment is regarded as evidence that electron 

promotion is the mechanism for Al excitation. A supporting observation was made by comparing 

the results of bombardment of a pure Al and an A1203 target [11]. 

The purpose of this paper is to report the results of a calculation of the variation of the yield 

of secondary Al ions with primary beam energy and to compare these results with recent 

measurements. The calculation has been made using the formalism of Veksler [8]. For the case of 

Al bombardment, this formulation contains only two parameters that may be reasonably regarded 

as adjustable and one of these is a trivial overall normalization. Thus, an arguably decisive test of 

the assumptions that underlie the model can be made. The following section contains the details of 

the calculation. 

2. Calculation 

In the kinetic model, the energy distribution of sputtered ions after refraction by the (planar) 

surface binding potential is assumed to be given by the following expression: 

1 z' 

nj*(z, EQ) = -£-]   fdz-n(z')w(z') fdz"g(z',z")ws(z",z+zb)exp(-tm"/x) (1) 
Z+Z*>J I z+z. 

Here E0 is the incident beam energy, z is the secondary ion energy, E, in units of E0 

(z = E/E0), and n^z, E^ is the energy spectrum of sputtered ions. The function n(z') is the 

energy spectrum of atoms moving in the solid, g(z',z") is the probability that a collision between an 

atom with energy z and an atom at rest will give the latter an energy z", w(z') is the probability that 

in a collision between an atom with energy z' and one at rest the latter will be excited, and ws(z",z) 

is the probability that the excited atom will slow down to the energy z. The dimensionless surface 

binding energy is obtained as, zb= E,/E0. The time tm" is the mean time for slowing from energy z" 

to energy z+zb and x is the lifetime of the excitation. The dimensionless parameter zt which 

appears in the limit of the outer integral is zt = E/E0, where Et is the minimum energy for which an 
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excitation of an atom in collision is possible. The value of Et for aluminum has been quoted on 

page 161 of ref. 12 to be 888 eV. This value was used in all calculations. A value of 3.39 eV was 

used as the surface binding energy, Eb, for Al. 

Veksler assumes that n(z) consists of two parts, one associated with the moving incident 

ions and one associated with the moving target atoms. Thus, he writes: 

n(z) = ns(z) + nd(z) = 2Ksz + 2zbS/z2 (2) 

Here the first term, ns(z), represents the spectrum of scattered incident projectiles and the second, 

nd(z), the familiar Thompson spectrum of moving target atoms [13]. S is the sputtering yield and 

Kj is a parameter. Since the experimental evidence cited above suggests strongly that only 

symmetric collisions between target atoms are responsible for excitation, and since numerical tests 

indicated that the results are relatively insensitive to the value of Ks, the parameter Ks has been 

taken to be zero in all calculations presented here. 

The function g(z',z") is assumed to be that which is appropriate to hard sphere collisions. 

Thus, g(z',z") = 1/z". The function ws(z",z) is found after a brief argument [8] to be ws(z",z) = 

2G(z)/z", where G(z) is defined below. Finally, tm" is taken so that 

tm7t = e1/2[(E+Eb)-1/2-(E")-1/2], (3) 

where e is effectively a parameter of the theory. Physically, e is proportional to the energy of an 

excited Al atom which moves one mean free path in the solid in one mean lifetime of the excitation; 

e has units of energy. Finally, the excitation probability w(z) is given by w(z) = w„[l - (z/z)2]. 

The parameter w0, which Veksler takes to be about 0.1, effects only the overall normalization of 

the result and is the only other adjustable parameter in the theory. 
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With these assumptions and a few pages of algebra it is possible to demonstrate that the 

expression (1) can be evaluated explicitly. The result is: 

w0SG(z+zb)e-K{rit[Ei(K)-Ei(Kt)] + H(Kt,x,Kt)-H(x,X,Kt}        (0 < z < zrzb) hi*(z, Eo) = 4 
fzzb" 
_Z+Zb_ 

or 

n;*(z, E0) = 4 
[zz»," 
_Z+Zb_ 

w0SG(z+zb)e-K{H(K,x,Kt) - H(x,X,Kt} (zrzb ^ z < l-zb) 

Where: 

H(K,x,Kt) = a[K-2(K+l)e^ - 2Kt-*Ri(K)] + r»[R3(K) - (2K^)-'R7(K)] + (b-a)Ei(K) 

m 

Rm(K) = (-D^rn! eKX^IT" G(z) = V-^1'*)' (ß"D^(z) - ßz2(l-z)]4 

n=0 

a = ßx2/2 r|t= [(1 + zt)
2/2zt

2 + ß](l - zt)
2 b = ß(l + zt

2) -1 + zt
2/2 

ß = 2Ks/zbS K = %(z+zb)-i» Kt = xzf1/2 x = (e^o)I/2 (4) 

In this set of equations Ei(K) is the exponential integral given by equation 5.1.2 of 

Abramowitz and Stegun [14]. Its numerical value has been computed according to the procedures 

given by Cody and Thacher [15,16]. Note that the definition of Rm(K) differs slightly from the 

one given by Veksler [8]. The two are, in fact, numerically equal since, for this problem, only odd 

values of m are present in the solution [17]. 

The results of the calculation are presented in figs. 1-3. Fig. 1 shows the predicted energy 

distribution, n*, of secondary ions for E0=100 keV and e values of 0.04 keV, 0.4 keV and 

4.0 keV. In general, smaller values of e result as the assumed lifetime x of the 2p excitation of the 

Al atom is increased. Intuitively, one expects a longer lifetime to lead to more low energy 

sputtered ions and this is confirmed by the calculation. Note also that the distributions are quite 

broad. This is a general feature of the kinetic model which has been regarded as one of its 

strengths [18]. 
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The measured quantity which is the object of our comparison is not, however, the energy 

distribution of the secondary ions but, rather, the variation of the secondary ion yield within a 

narrow energy band as the primary ion energy is varied. The results of ref. 19 were obtained by 

measuring the yield of secondary ions in a band about 3 eV wide centered at about 5 eV. In order 

to match these experimental conditions the average value of nj within this energy band was 

computed for values of E0 in the range 2-300 keV. The results of this computation are shown in 

fig. 2 for the same three values of the parameter 8. Finally, fig. 3 presents a superposition of the 

measured [19] and calculated yields of Al+ and the sputtering yield S calculated by the formula of 

Matsunami et al. [20]. 

3.   Discussion 

It is clear from fig. 3 that the calculated Al+ ion yield does not agree well with the 

measurement Similar disagreement is found when a comparison is made with the yield of Al + 

ions which, in this case, have the same variation with Eo as do Al+ ions [21]. An examination of 

equation 4 reveals that the principal dependence of nj*(z, E0) on E0 is through the sputtering yield 

S. Indeed, as may be seen in fig. 3, to a reasonable approximation, the calculated ion yield is 

simply proportional to the sputtering yield. Since this dependence appears in the definition of 

nd(z), the most reasonable hypothesis for the failure of the model is that the assumption of 

excitation in the later stages of a collision cascade is incorrect A similar conclusion has been 

reached by Hennequin et al. [18]. They propose that the excitation which leads to the emission of 

an excited neutral atom occurs as a result of the collision of a primary recoiling atom with a surface 

atom. Another interesting observation has been made by Blaise and Nourtier [22]. Arguing that 

the lifetime of the 2p excitation is too short for slowing down of an excited atom (about 10"14 s for 

Al), they conclude that kinetic emission is essentially a surface effect and not a collision cascade 

phenomenon. 
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In summary, a prediction of the variation of the intensity of 5 eV secondary ions as a 

function of incident projectile energy, based upon the kinetic model of secondary ion emission as 

formulated by Veksler, does not agree with experiment. Joyes's fundamental hypothesis of 

excitation by electron promotion and subsequent Auger decay of a sputtered neutral is supported by 

numerous experiments and is not presently being questioned. However, the assumptions which 

have been made to produce a numerical result appear to be inadequate. In subsequent calculations 

the function nd(z) of equation (2) should be replaced by a form derived from a consideration of the 

first few atomic collisions in the solid and the function g(z',z") should be derived from an 

interatomic potential which is more realistic than the hard-sphere potential. Furthermore, accepting 

the reasoning of Blaise and Nourtier, the function ws(z",z) should probably be taken to be the 

Dirac delta function 5(z"-z). 
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Figure Captions 

Figure 1. The calculated energy distribution n^ of sputtered Al+ ions for E0 = 100 keV and 

three values of the parameter e, £ = 0.04 keV (upper curve), 0.4 keV (middle curve), and 4.0 keV 

(lower curve). 

Figure 2. The calculated intensity of ion emission at 5 eV, nj*(5 eV/E0, E0), as a function 

of E0 for three values of e, e = 0.04 keV (upper curve), 0.4 keV (middle curve), 4.0 keV (lower 

curve). 

Figure 3. The calculated (e = 0.04 keV) and measured intensities of Al+ ions at 5 eV as a 

function of Ar+ bombarding energy Eo. A fifth-order polynomial fit to the data is shown as a guide 

to the eye. Also shown is the calculated total sputtering yield S which for readability has been 

scaled by a constant [20]. The data are from ref. 19. 
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THRESHOLD LEVEL PHOTOABLATION OF METALS: 
EJECTED ION KINETIC ENERGY DISTRIBUTIONS 

H. Helvajian and R. Welle 
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P. O. Box 92957 
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ABSTRACT 

We have measured, at laser fluence threshold, the ion product kinetic energy (KE) dis- 

tributions from the single shot UV laser (351 nm and 248 nm) ablation of crystalline metal 

targets (silver, and aluminum).   Under UHV conditions, we use calibrated time-of-flight mass 

spectrometry to measure the product ion distributions and their KE as a function of laser 

fluence.   At ion production threshold, our results show that for a silver target, the ejected ions 

(adsorbed (Fe+) or substrate (Ag+, Ag2
+) species) have a mean kinetic energy equal to 9 eV 

regardless of mass.   The kinetic energy distribution which is independent of the laser intensity 

(10 - 50 MW/cm2) is 3 eV FWHM at threshold.   For the aluminum target, preliminary data 

also show the production of fast ions at threshold.   Compared to the silver data, the Al+ KE 

distribution is asymmetric and much broader (10 eV FWHM) with the fastest ions having 15- 

16 eV of kinetic energy.   Among the number of possible mechanisms for explaining the data, 

the process whereby ion desorption is induced by electronic transitions (DIET) has the most 

merit. 

* This project is sponsored by the Aerospace Sponsored Research Program (ASR) 
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INTRODUCTION 

In vacuum, pulsed lasers can create a plasma above a target surface when the intensity 

exceeds 10MW/cm2.   The plasma is the result of ionization of the ablated products via the in- 

verse Bremsstrahlung mechanism[l].    With further increase in the laser intensity, the amount 

of energy transfer to the surface and hence removal of the material is solely governed by the 

photoinitiated above surface plasma.   In this intensity regime, plasma hydrodynamic equations 

and a thermodynamic equilibrium model adequately describe both the gas dynamics and the 

net mass flow[2].   The early motivation for doing laser ablation experiments, albeit at in- 

tensities, was based on developing laser fusion and understanding laser bulk damage.   How- 

ever, with the increase in the use of lasers for processing, especially in semiconductor tech- 

nologies, the current emphasis has shifted to more understanding of the fundamental processes 

in the laser/surface interaction.   In this spirit, we have developed an experimental technique to 

measure, at threshold, the ablated product kinetic energy distributions.   Our interest is to 

measure products resulting from the intrinsic photo-induced excitation and ablation, and to 

more closely reflect the nascent KE distributions produced, our measurements are taken near 

product formation threshold.   In this paper we present our results from the UV laser (351 nm 

and 248 nm) ablation of crystalline metal targets (silver and aluminum). 

EXPERIMENTAL 

The experimental setup includes an ultra high vacuum chamber ( 10"10 torr), which has 

multiple ports, and holds a target sample.   The sample can be positioned, via remote control, 

relative to the incident laser beam and the mass spectrometer.   A laser with uniform intensity 

distribution is brought in to the chamber through a window and for most experiments strikes 

the surface at 45 degrees to the surface normal.   A second tunable laser, aligned parallel to the 

surface, probes the ejected species.  The TOF mass spectrometer provides a real time mass 

spectrum of the ejected charged species.   In addition, a photomultiplier tube is positioned per- 

pendicular to the laser beam axis and monitors emission from electronically excited species. 
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When monitoring the ablated ion distributions, the signals from the TOF microchannel 

plate detector (Galileo; response time 1 ns) are amplified ( Lecroy; 200 MHz Bandwidth) and 

then digitized by a fast transient recorder (Transiac 100MHz).   For each laser firing, data from 

the transient digitizer is recorded by the computer along with the TOF voltages and the inci- 

dent laser energy.   It was necessary to develop the capability for single-shot diagnostics as it 

would be expected that the surface morphology would change with continued laser ablation. 

With this capability, it becomes possible to monitor the ablation products as surface material is 

removed layer by layer.  Figure 1 shows a low resolution TOF mass spectrum of 100 individu- 

ally acquired signal traces.  The traces record the UV (248 nm) laser ion ablation of a crystal- 

line silver target.  The measured Fe+ signal results from Fe being an adsorbed impurity.  The 

presentation of the data as seen in Fig. 1, is not suitable for analysis in detail.   Necessary to 

our experiment is the capability for measuring a TOF mass spectrum at threshold fluences. 

We have found that if we analyze the topography of a data set (a number of acquired signal 

traces) rather than individual amplitude levels, the sensitivity to capturing threshold level sig- 

nals increases.   By the use of contour type plots, we can collect signals with the laser fixed at 

much lower fluences. 

RESULTS 

Figure 2 shows a contour plot of 600 individual TOF traces of the ablated ion Ag+ 

taken under higher resolution.  In this figure the laser fluence was first held constant and then 

programmed to slowly increase.   Under the higher mass resolution, the kinetic energy (KE) 

distribution at the time of ablation can be calculated from the width in the TOF arrival times. 

The figure shows that the KE distribution broadens as the laser fluence is increased 20% above 

threshold.   Similarly, by controlling the ablation laser fluence (e.g. fixed energy, and uniform 

intensity profile) and the target surface morphology (clean, smooth surface), it is possible to 

obtain consistent ablation product distributions.   At the higher laser fluence levels, it can be 

shown that the KE distributions fit a "hot" Maxwellian distribution.  Figure 3 shows three high 

resolution TOF mass spectra of the substrate ions Ag+, Ag2
+, and the adsorbed species Fe+ 
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taken with the laser fluence fixed at the ion production threshold.   Each spectrum is a sum of 

300 individually acquired laser shots.  The two silver isotopes (107, 109 amu) and the three 

main isotopes of iron (54, 56, 57 amu) are resolved with the ratio of the peak heights as found 

in natural abundance.   Also shown in the upper scale is the ejected ion kinetic energy calcu- 

lated for a specific mass isotope from the corresponding arrival times.   The data show that at 

threshold laser fluence the ablated ion species regardless of mass and surface binding 

(substrate/adsorbed) character have a mean kinetic energy <KE> of 9.0 eV with a narrow dis- 

tribution (3+1 eV FWHM).   Similarly, Fig. 4 shows a high resolution TOF mass spectrum of 

the laser ablation from a crystalline aluminum target.  The laser fluence was also maintained at 

ion production threshold while the spectrometer was tuned to monitor the ablated atomic Al+ 

(aluminum) ion.   The spectrum shows that the KE distribution for the ablated Al+ is much 

broader (10 eV FWHM) than that measured in the silver ablation.   We are as yet not sure if 

the width in the KE distribution is intrinsic to the ion desorption or if it has broadened due to 

long range interactions in the ablation process.   The figure also shows that the fastest ions 

have kinetic energies close to 16 eV.   This value also corroborated with the results of a retard- 

ing potential experiment. 

DISCUSSION 

The observation of hypervelocity ions in moderate fluence laser ablation of solid 

targets is not uncommon [3].   The average kinetic energy tends to be a function of the laser 

intensity[4], with the energy distribution being very broad.   To our knowledge, our results are 

the first to show that threshold laser ablation of silver, where plasma effects are negligible, 

results in hypervelocity ions with very narrow KE distributions. 

For a specific crystalline metal target(silver and aluminum), the kinetic energy of the 

ejecta do not vary with wavelength (248 nm and 351 nm), nor with the ion product mass, and 

within limits are independent of the incident intensity.   These results cannot be explained 

within the framework of a number of potential mechanisms such as a) laser photolysis of an 
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adsorbate, b) field ionization of an adsorbate or evaporated substrate species, and c) supersonic 

expansion following laser ablation.  If the hypervelocity product ions are formed via laser 

photolysis of an adsorbed precursor, then we would expect variations in the ejected kinetic 

energy with wavelength as well as some dependence on the differences in binding potentials 

between physisorbed and lattice bound species.   Laser field ionization of thermally desorbed 

species followed by coulombic repulsion is also difficult to rationalize.   At the laser power 

densities used in this experiment, the electric field strength near the surface (2-9 x 10"3 

V/nm) is orders of magnitude lower than that used in field ionization TOF mass spectrometry 

(10V/nm)[5].   In addition, a kinetic energy deficit is observed in the TOF mass spectrum by 

laser field ionization.  The energy deficit is due to the ionization of the species at a critical 

distance above the surface which is laser field dependent[6].   Our results show a kinetic energy 

enhancement rather than a deficit, and we do not see variation of the kinetic energy with laser 

fluence near threshold.   Finally, in a free jet expansion, similar to that produced in pulsed 

molecular beams, one expects from conservation of enthalpy to find the ablated species with a 

common velocity rather than a common kinetic energy[7]. 

It is known that the laser fluence threshold for electron desorption is far below that for 

ion desorption [8].   Given this fact, our results could be explained by an electrical acceleration 

mechanism if a sheath of electron density exists above the surface.   Two of our experimental 

results provide evidence contrary to the existence of an electron sheath.   In the laser ablation 

of the Ag target, we observed the same KE distribution at both laser wavelengths, even 

though the photon energy at 248 nm is above the silver work function.   Similarly, we do not 

see any change in the KE when the laser fluence is increased up to 20% above threshold.   One 

could argue that the electron density in the sheath is space charge limited, it seems that would 

give KE energy distributions broader that what is measured.   We are attempting to model the 

effects of electron space charge on the ion KE distributions. 

At laser fluence threshold, our observation of hypervelocity ions with narrow kinetic 

energy distribution suggest that a fraction of the absorbed energy must remain localized to 
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permit ion desorption, and furthermore for those ions desorbing, the product channel has con- 

straints on the KE.   The specific mechanisms by which the ion is actually formed and ejected 

are not yet fully apparent from our experimental results.   However, we have some supporting 

evidence that the ion formation and the ejection process is induced via an electronic excitation 

in the solid.  The production of ions at the relatively low laser fluences (10 - 50 mJ/cm2) 

might be the result of electronic resonances in the solid or due to surface impurities.   The im- 

purity concentration at the surface was minimized during the target preparation cycle.   Prior 

to taking data, roughly 30K laser shots are fired at the test area to remove adsorbed con- 

tamination.   A small amount of contamination could still be present which may artificially 

lower the threshold for ion production.   A LEEDS or an Auger analysis would help in assuring 

surface purity.   The KE distribution of all ejected ions from a properly prepared surface is 

the same and very specific to the target (silver, aluminum).    This similarity in the ejected ki- 

netic energy distribution, regardless of mass, along with the results that for both laser ablation 

wavelengths (351 nm 3.5 eV, and 248 nm 5.0 eV), an average of 58-62 eV is absorbed per 

ejected ion suggests that the initial energy absorption process is through an electronic excita- 

tion in the solid.   Further support is the fact that the N^Pg ,2), N2(4p1,2) core excitation 

energies for silver are at 58.5 eV and 64.5 eV respectively.   An electronic core excitation does 

not necessarily lead to ion ejection.   It can however create ions through a mechanism originally 

outlined by Knotek and Feibelman [9].   Given that our photon energies are only a few eV, the 

creation of a core hole in silver requires a multiple photon absorption process.   Recenly, it has 

been suggested that electronic surface states due to defects may help, through resonance en- 

hancement, the absorption of multiple photons [10].   We are now planning experiments where 

we will measure the KE distributions as a function of laser wavelength and temporal pulse 

shape.   What is not immediately clear to us is the mechanism by which this electronic excita- 

tion is converted to atomic motion.   It is known that two and three hole Auger final states 

decay at a much lower rate, essentially trapping the excitation at a particular site [11].   It is 

also known that in an Auger decay process bulk plasmons can be excited [12].   The values we 

measure for the ion KE have a fortuitous correlation with the bulk (longitudinal) plasmon fre- 

87 



quency of the target metal.   Using the free electron metal model, the calculated plasmon fre- 

quency for silver and aluminum are 9.0 and 15.8 respectively [13].    The experimentally 

measured frequencies are 3.78 eV and 8.0 eV for silver [14], and 15.3 eV for aluminum [15]. 

Our results show that ions are ejected from silver with 9 + 1 eV of KE and with 15 - 16 eV 

of KE from aluminum.   If in fact our measurements are related to the plasmon frequency, 

then it is not clear why we do not measure ion KE corresponding to the 3.78 eV bulk plas- 

mon.  Otto et al. [14] have concluded from their spectroscopy on silver that the 3.78 and 8.0 

eV absorption corresponds to the out and in phase oscillations between the free conduction 

band electrons and the bound d band electrons.   Perhaps the in phase oscillation can more 

readily promote ion acceleration.  Clearly more experiments along with a theoretical model are 

needed to pin down the underlying mechanisms.   We are now preparing experiments to see if 

this correlation holds with other targets as well, and to see if the predicted laser polarization 

effects could be observed [16]. 
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[1] Figure 1: Three dimensional representation of a series of 100 single shot mass spectra of 248 

nm laser ablation of silver; only major ions are identifiable. 
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[2] Figure 2: Contour plot of a series of 600 mass spectra of silver monomer ablated at 248 nm. 

The spectra are sorted for incident laser energy, which is plotted on the right. 
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ABSTRACT 

First measurements have been made of the energy, temperature and time dependent yields 

of Balmer and Lyman radiation from excited hydrogen atoms desorbed from alkali halide 

surfaces by electron impact. These surfaces are dosed in situ with molecular hydrogen. 

Initially, no desorbed H* is observed from electron irradiation of clean and stoichiometric alkali 

halide surfaces. As bombardment continues, however, the surface grows metal and defect rich, 

at room temperature, and H* fluorescence signals emerge. The data suggest incident molecular 

hydrogen is dissociated on this surface; surface migration of atomic hydrogen allows the 

formation of its desorption precursor: bonding to a surface halogen atom. 
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Hydrogen near a well characterized surface constitutes the model system in the study of 

the static and dynamic behavior of atoms and molecules interacting with surfaces. Analysis of 

desorbed excited state neutral atom yields by optical techniques, including beam energy, target 

temperature and time dependent yields, provides information on the dynamics of bond breaking 

and making processes at surfaces, leading toward a detailed atomic scale understanding of these 

fundamental phenomena. Molecular and atomic hydrogen as point defects in the bulk of alkali 

halides has been well documented1, but very little work to date has dealt with the desorption of 

hydrogen from alkali halide surfaces. Tolk et alT- observed Balmer hydrogen lines during 

electron irradiation of alkali halide surfaces, but the precursor state of this desorbate has long 

been an open question. We address this issue by measuring the desorption energy thresholds 

and temperature dependence of desorbed H*. 

The experimental apparatus consists of a low energy electron gun (5 to 300 eV) and an 

ultrahigh-vacuum chamber which sustains a base pressure of 10"*0 Torr. Photons are collected 

at 90° to the incident electron beam and focused into a 0.3 m f/5.3 grating spectrometer. The 

target materials used in these studies were the (100) faces of single crystal KC1, LiF and KBr 

which were cleaved in air and cleaned by heating to 500°C in vacuum. To minimize effects due 

to sample charging during the low energy threshold measurements, the samples were tilted 45° 

toward the spectrometer to reduce the angle of incidence of the electron beam.3 Further, the 

crystal faces were overlaid with a fine (80% transmission) molybdenum mesh which was 

electrically grounded. During these measurements, the partial pressure of H2 was maintained at 

10~7 Torr. Production of Balmer radiation from electron bombardment of gas phase H2 at this 

pressure and these currents (<100 nA) would be of negligible intensity.4 

A fluorescence spectrum from electron bombardment by 22|iA at 60 eV of KC1 is shown 

in the foreground of Figure 1. We observe the first resonance lines of potassium at 7665 Ä and 

7699 Ä and the intrinsic cathodoluminescence of KC1 centered around 4500Ä.5 A partial pres- 
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Figure 1. Spectral scans with and without hydrogen dosing 
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sure of 2 x 10"8 Torr of H2 was then admitted. A second spectrum, taken after five minutes of 

dosing and electron irradiation, reveals a quenching of the excited potassium emissions, replaced 

by the Balmer lines of atomic hydrogen and the 0-0 and 1-1 emissions of the hydroxyl radical 

OH (A2£+-»x2n) in first and second order (Figure 1). Further measurements are scheduled to 

determine whether potassium desorption is inhibited or excitation of potassium is quenched. The 

appearance of OH suggests that some dissociation of H2 may occur at oxygen containing 

impurity sites which persist on several alkali halide surfaces even after baking." Another 

possible source of OH is discussed below. 

At elevated temperatures and currents, the hydrogen signals are diminished and the 

potassium fluorescence reappears. The variation of Lyman alpha (Lya) emissions from e- -> 

KC1:H2 (2 x 10-7 Torr) as a function of temperature is displayed below in Figure 2. The sample 

holder is resistively heated and the abscissae represent the output of a chromel-alumel 

thermocouple attached to the copper sample holder. This measurement was made over a three 
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Figure 2. Temperature dependence ofdesorbed excited state hydrogen. 

hour period to insure near thermal equilibrium between the sample and holder. Monitoring the 

Lya signal (1216 Ä) with a 2m f/4.5 windowless UV spectrometer and channeltron has the 

advantage of insensitivity to heater or bulk fluorescence background signals which are 

themselves temperature dependent. The electron beam was maintained at 77 |iA and 300 eV. In 

another experiment, the sample was chilled from room temperature to -145°C. The hydrogen 

Balmer emissions increased in intensity by about a factor of two. 

As a fresh alkali halide surface is irradiated by electrons, surface and bulk defects are 

created which lead to the fast ejection of halogen atoms leaving excess alkali atoms to desorb 
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thermally from the surface.7 The surface stoichiometry becomes alkali metal rich on a time scale 

of several minutes. Tokutaka et al£ have monitored the time evolution of Auger peaks of 

potassium and chlorine during electron bombardment of KC1. The surface reaches a metal rich 

steady state after about thirty minutes. As the sample temperature is increased, the excess metal 

vapor pressure is raised and the K and Cl signals approach their initial relative values.8 For the 

case of electron irradiation of NaCl, Szymonski et al? find a decrease in the ratio of Na and Cl 

Auger signals with increasing temperature, leveling off around 150°C. Since the vapor pressure 

of potassium is a little higher than sodium, this relationship for the potassium halides would be 

shifted somewhat to lower temperatures. For the lithium halides, one would expect a significant 

shift towards higher temperatures. 

All of our measurements of H* yields in time and temperature correlate well with the 

degree of metallization of the surface. Initially, no H* is observed upon electron irradiation of a 

fresh, clean crystal under constant H2 dosing. On a time scale of several minutes, however, an 

emission appears, grows and equilibrates. We hypothesize the temperature dependence of H 

(Figure 2 and the refrigeration experiment) reflects the degree of metallization of KC1 as the 

sample temperature is varied. As would be expected, it is shifted slightly lower in temperature 

than the metallization vs. temperature curve for NaCl. No systematic temperature dependence of 

H* from LiF has yet been performed, but H* has been seen in spectra of e" -» LiF:H2 at 

200°C. This is consistent with the lower vapor pressure of hthium. 

Note that these temperature desorption measurements are inconsistent with the removal of 

a source of surface hydrogen from either a physisorbed or chemisorbed state by purely thermal 

means. Physisorbed H2 cannot be a significant precursor of the observed excited hydrogen 

emissions. Physical binding energies for H2 on LiF, NaF, NaCl and KC1 are 25-40 meV.10 

Binding in these potential wells at room temperature and 10~7 Torr background pressure of H2 

implies a residence lifetime of less than one picosecond. Assuming unit sticking efficiency, 
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these incident electron currents would create negligible H* intensity. Interpretation of Figure 2 

in the context of thermal dissociation of a chemical bond is also problematical. It would be 

surprising if chemisorbed hydrogen could be removed so easily by such a small change in 

temperature. 

These measurements suggest that the degree of metallization of the surface determines the 

amount of incident molecular hydrogen which may be dissociatively adsorbed. Because of the 

difficulties in preparing clean and characterized alkali metal surfaces, few adsorption studies have 

been performed on these simple metals.** In fact, this technique may provide a novel approach 

to in situ creation of a surface adequate for such studies. Alkali metals are known to decompose 

water, forming the hydroxide and evolving hydrogen. 12 This could explain the OH emissions if 

our H2 source contained water. Even if dissociative adsorption of H2 on a perfect alkali surface 

is an activated process, we believe that under electron bombardment there are ample highly 

reactive defect sites which provide efficient dissociative adsorption of H2. After all, these 

surfaces are metal rich in the sense that surface halogen atoms have been desorbed exposing 

alkali atoms of lower atomic planes. "Metal rich" therefore necessarily implies a profusion of 

step and kink defect sites. This defect-driven, dissociation mechanism is observed, for example, 

in the H2-platinum system. Dissociative adsorption of H2 on Pt (111) is an activated process 

(=1 kcal/mol), but at step sites H2 (bond strength = 104 kcal/mol) is atomized and at kinks even 

CO (257 kcal/mol) is dissociated.^ Further motivation for suggesting molecular hydrogen 

dissociates on electron beam modified alkali halide surfaces is provided by the energy dependent 

yields of atomic hydrogen and is discussed below. 

We now turn to the question of the desorption precursor of excited state atomic hydrogen. 

Figure 3 shows the incident electron energy thresholds of Balmer alpha (Ha) radiation from 

excited hydrogen atoms desorbed from the surfaces of LiF and KC1. The integrated peak area 

above a fit to the background and normalized to collected current is plotted against incident electron 
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energy. The excitation functions exhibit thresholds at 23 eV for LiF and 20 eV for KC1. These 

are the minimum incident electron energies at which a resonance could be seen at 6563 Ä (Ha) in 

the spectra and are accurate to within an electron volt. Further, H* exhibits an excitation threshold 
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Figure 3. Energy dependence of Balmer yields from different alkali halide substrates. 

from KBr at 21 eV. These thresholds are remarkably similar to those of gas phase dissociative 

excitation of hydrogen halides by electron impact. The primary threshold for production of Hß 

from dissociative excitation of gas phase HC1 is 20 eV, yielding fragments with translational 

kinetic energy of 2.5 eV.14 A secondary threshold occurs at 25 eV with kinetic energies from 4 
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to 6 eV. The energy dependence of Ha from HF (gas) exhibits a primary and two secondary 

thresholds: 18, 23 and 40 eV with translational energies of 0.3, 5.2 and 6.5 eV respectively.^ 

Möhlman and DeHeerl^ have measured the cross section for the production of Ha from electron 

impact of HBr. Their data were taken in 10 eV increments and show a primary energy threshold 

between 20 and 30 eV. 

Comparison with gas phase energy thresholds suggests chemisorption to a surface 

halogen atom as the desorption precursor of the observed excited state hydrogen. The 

desorption threshold of H from KC1 is the same as that of gas phase HC1. The primary 

threshold from a LiF surface is the secondary threshold from gas phase HF studies. We propose 

the suppression of the 18 eV threshold from HF is due to resonant ionization or de-excitation of 

final state H. The energies of H overlap the empty conduction band of LiF and the relatively 

low translational energy of this fragment (0.3 eV) greatly enhances the probability of such a 

resonant process. Finally, the threshold from the surface of KBr is consistent with the literature 

on HBr. 15 We also note that the hydrogen halide bond strength is generally twice that of the 

alkali hydride, providing an energetics argument for mobile hydrogen on alkali metal to terminate 

its random walk on a nearby halogen. 

On occasion we observe H emissions before dosing the sample with Ü2- We attribute 

this to a source of H2 incident to the surface from within the crystal. Hydrogen is a common 

inpurity in alkali halides and wanders freely through the bulk at room temperature. 1? Our 

model predicts, as before, that dissociation occurs at the surface followed by adsorption to and 

desorption from a halogen surface atom. Under continued electron irradiation, the hydrogen 

signal diminishes and becomes negligible. However, after dosing continuously under electron 

bombardment, this source term is probably replenished. 
•fe Further insight into the H production mechanism is provided by high resolution 

spectroscopic measurements, which reveal the Doppler lineshape.   Doppler lineshape 
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measurements on the Hß line from KC1 reveal a broadening for observation parallel to the 

surface and both a broadening and a shift for observation near the surface normal. This Doppler 

shift shows that the emission is from atoms in the gas phase, all moving rapidly away from the 

surface with energies greater than 4 eV. The line shape is consistent with that of electron 

dissociative excitation of HC1 in the gas phase by 300 eV electrons14 which results in H 

fragments, as stated above, of 4-6 eV. 

To account for these observations we propose the following adsorption-desorption 

sequence: (1) molecular hydrogen is thermally incident upon an inert alkali halide surface, (2) 

electron irradiation creates a highly reactive, metal rich surface with a profusion of defect sites, 

(3) dissociative adsorption of the molecular hydrogen occurs at metal defect sites, (4) atomic 

hydrogen migrates along the surface, (5) then chemisorbs to a halogen atom, and finally (6) the 

electron beam dissociates the hydrogen halide molecule with the departing H fragment in an 

excited state. Furthermore, as the sample is heated and the surface is thereby returned toward its 

original stoichiometry, less and less H-2 may be dissociated, adsorbed and consequently 

desorbed. This model could also describe the emission of ground state hydrogen atoms. 

Desorption of excited state hydrogen by electron impact of alkali halide surfaces has been 

investigated by measuring temperature, time and energy dependent yields. These results provide 

important new information toward a microscopic picture of the interaction dynamics of molecular 

and atomic hydrogen with the electron modified surface of alkali halides. 
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The desorption process from alkali-halides is initiated by electronic excitations caused by the bombarding 
radiation. In this paper recent results on the desorption of excited alkali atoms are reported. The results 
indicate, that core-excitons are the first step in the desorption process leading to the desorption of excited 
alkali atoms. 

We have investigated the thresholds for the generation of desorbed excited alkali atoms under 
electron bombardment for LiF, KC1 and KBr in the energy range from 10 to 200 eV from room 
temperature up to 450 °C. Although the desorption of neutral ground-state atoms is quite well 
understood (valence excitation mechanism) 123A there exists no general agreement about the 
generation of excited atoms and ions in the literature5 6 7. 

A 10 eV to 200 eV electron beam with currents up to 30 |iA was used to bombard alkali-halide 
single crystal surfaces. The electron beam axis was incident on the target under 45 °. The 
bombarding area had dimensions of approximately 2 by 4 mm. Careful investigations have been 
done to measure the profile of the electron beam. Radiation of excited states was collimated by a 
MgF2 lens into a high resolution one meter grating monochromator viewing the crystal surface 
perpendicularly. The UHV-system maintained a base pressure of less than 3xl0"10 mbar during the 
measurements. All investigated crystals have been cleaved in air and cleaned in the UHV-system by 
baking at 200 °C overnight. The sample temperature was varied between 20 °C and 450 °C. 
Sample charging, which is a crucial problem with insulators especially at low temperatures, was 
largely reduced by placing a Mo-mesh with a transmission of 80% over the crystal surface and by 
using low current densities. Nevertheless, special care had to be taken when changing the electron 
energy, as the signal reached a steady-state value only after a few minutes. This was ascribed to the 
migration time of previously produced defects to the surface. Background radiation originating 
from bulk luminescence from the crystal, from the sample-furnace and from the electron gun 
filament was measured carefully for each data point and subtracted from the absolute count-rates. 
Uncertainties in the electron energy are due to the work-function of the cathode and the work- 
function of the crystal8. 

Dealing with the desorption of excited atoms one has to understand the desorption of neutral 
ground state atoms first, as these generally dominate the desorbed particle flux. It, therefore, seems 
to be justified to regard the desorption of excited atoms as a second order effect, which is strongly 
dependent on the situation created by the desorption of the majority ground state atoms. As far as 
alkali halides are concerned, the target temperature determines the desorption of neutral ground 
state alkali atoms in a dominant way, resulting in different surface conditions. According to the 
valence excitation mechanism, which leads to desorption of halogen atoms, excess metal atoms 
accumulate on the alkali-halide crystal surface. Therefore, two temperature regimes can be 
distinguished, a) Below a certain temperature the evaporation rate is too low to cause significant 
desorption and an excess metal layer is produced, b) The evaporation rate is high enough that each 
excess metal atom evaporates immediately 9. The vapor pressure is governed by the crystal 
temperature and changes by several orders of magnitude in the investigated temperature range. 
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Unfortunately the vapor pressure of KI0 is so high that considerable evaporation already occurs at 
room temperature ". For K there are no excess metal atoms on the surface above 100 °C. Only the 
vapor pressure for Li is low enough to allow a surface enrichment of Li on a LiF crystal up to 
250 °C 12. 

In the following the experimental findings are described. As a consequence of the desorption 
behavior of the alkali ground state atoms as a function of the target temperature, we could study 
both temperature regimes only for LiF. For KC1 and KBr cooling of the target below room 
temperature would be necessary. Therefore, LiF offers the possibility to study two regimes, where 
in principle different mechanisms for the desorption of excited alkali atoms could be identified. In 
fact, in a temperature regime, where desorption of ground state atoms usually accompanied by 
secondary electron emission is taking place, gas phase excitation of neutral atoms is a possible 
source for excited atoms. In a temperature regime where no neutral ground state atoms are 
desorbed, this possibility can be excluded and an intrinsic surface excitation mechanism has to be 
assumed. 

LiF targets: This correlation of the yield of neutral ground-state Li atoms by ESD from 
LiF with the vapor pressure of the Li metal has been shown previously 13. The ESD yield follows 
the evaporation rate giving a detectable amount of neutral ground-state atoms above 250 °C and 
rising exponentially until 400 °C, where the desorption of ground-state Li is only governed by the 
electron flux and not limited by the evaporation rate anymore. Below 250 °C no neutral ground- 
state desorption of Li was found under electron bombardment. In contrast to the Li ground-state 
emission, the yield of desorbed excited Li atoms in the temperature range from room temperature to 
250 °C under electron bombardment is considerable. Fig.l shows the comparison between our 
measurement of the temperature dependence of the excited Li atoms and the temperature 
dependence of ground-state Li atoms measured by Haglund et äl. under electron bombardment. 
With a rough estimate of the detection efficiency we obtain a yield of 10~8 excited Li atoms per 
incoming electron at 150 °C. Even above 250°C no convincing similarities between both 
investigated species can be seen. 
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Fig.l: The dependence of the Li* (670.7nm) yield upon the crystal 
temperature   is   compared   with   the   Li°   yield   ,   for   electron 
bombardment with 100 eV and 500 eV, respectively. 

The energy dependence of the desorption yield of excited Li atoms has been measured for both 
temperature regimes and is shown in Fig.2. Within the accuracy of our measurement the yield- 
electron energy curves are identical for both temperature regimes, which suggests that there is only 

105 



one underlying physical process over the whole investigated temperature range. Most important, an 
onset for desorption at around 60 eV has been found for both temperature regimes. Due to time 
dependent surface modifications and defect creation the absolute desorption yield above threshold 
is subject to variations, which explain the discrepencies. 

The observed threshold correlates well with the Li+ core-exciton levels of Li+(ls' 2s) at 60.8 eV 
and for Li+(ls' 2p) at 61.9 eV of Li in LiF 14. No enhancement of the yield of excited Li atoms is 
observed at energies corresponding tothe core-hole levels F~(2p) at 14.2 eV and F-(2s) at 
38.2 eV. For comparison, a pronounced peak in the excited Li atom emission under photon 
irradiation at a photon energy of 61.5 eV has been found. 

Based on these findings we propose a Knotek-Feibelman like 15 mechanism for the desorption of 
excited Li atoms from LiF initiated by Li core electron excitations (core-excitons). During the 
inter-atomic Auger transition following the core exciton, the hole is filled by an electron from the 
valence band. The alkali ion, which desorbes from the surface, captures an electron into an excited 
state. This process will be explained in more detail. 
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Fig.2: The dependence of desorbed Li* from LiF on the electron 
energy is plotted. A clear onset is observed around 60 eV. Li+ 
core-exciton levels are known: Li+(1s'2s) at 60.8 eV and for 
Li+(1s'2p) at 61.9eV for Li in LiF. 

In the temperature range up to 250°C the emission of excited Li atoms is sufficiently explained by 
this model. Above 250°C there are two possible explanations. Firstly, the alkali metal enrichment 
on the crystal surface is not a homogeneous layer, but the excess metal atoms aggregate to three- 
dimensional islands above the melting point of the alkali metal, i.e. 180°C for Li. Only on a clean 
crystal between these islands emission of particles due to the Knotek-Feibelman mechanism is 
possible. Therefore, the emission of excited atoms is prohibited in the area covered by these 
islands. With increasing temperature more and more pure alkali-halide crystal surface is exposed, 
because of increased evaporation and increased aggregation of Li atoms above the melting point of 
the alkali metal. Thus, the desorption yield of excited atoms is enhanced at higher temperatures. 
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As one impinging electron is sufficient for the desorption of an excited alkali atom, a linear 
dependence of the yield of excited Li atoms on the current density is expected. 

Secondly, the evaporation increases the density of ground-state Li atoms in front of the crystal. 
These additional atoms could be excited by secondary electrons in the gas phase. The creation of 
secondary electrons and the evaporation as a consequence of defect generation are not correlated, 
but both depend on the current density. Therefore, the yield of excited Li atoms should increase 
proportionally to the square of the current density, at least in the temperature regime where 
evaporation is not limiting the desorption process. We have, however, found in both cases a linear 
dependence on the current density up to 1.3 |jA/mm2 followed by saturation of the yield of 
excited Li atoms at higher current densities. Saturation will occur when all available sites for core 
excitation in the surface region are excited. As the number of these sites per surface area is a 
property of the crystal and does not change with temperature, the current density value, for which 
saturation is reached (1.3 [iA/mm2) is temeperature independent. This is additional evidence 
that there is only one mechanism involved for the generation of excited states by ESD in the whole 
temperature range. 

KC1 and KBr: As the vapor pressure for K is high in the investigated temperature 
range, there is always considerable evaporation. Although our measurements were performed at 
different temperatures all are located in the second regime. For KC1 and KBr the energy 
dependences of the excited K atoms are shown in Fig.3. Again a desorption threshold is observed. 
The value of 35 eV for both materials correlates with the K+(3s) core-exciton at 35.8 eV 16. The 
K+ core-exciton limit for K+(3p) at 7.16 eV seems to have no effect on the yield of excited K 
atoms. Also no correlation is found with Cl~ core-holes, Cl~(3p) at 9.3 eV and Cl~(3s) at 
26.0 eV and the Cl~ exciton limits at 7.16 eV and 23.9 eV, respectively. The onset of the excited 
K atom yield at 35 eV is in sharp contrast with previous measurements. For the desorption yield 
of excited K atoms Pian et al. found an onset at 100 eV and further increase in the range of 180 - 
200 eV, apparently not correlating with K core-excitations. 

For KC1 the dependence of the excited alkali atoms on the current density, again, is linear, equal to 
Li from LiF. The formation of three-dimensional islands was also found for KC1 and KBr to 
occur above the melting point of the alkali metal. 
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onset is observed at 35 eV. The value of 35 eV for both materials 
correlates with the K+(3s)  core-exciton  at 35.8 eV. 

Finally, it has to be mentioned that all energy dependent measurements were carried out using 
current densities well below the saturation regime. Furthermore, the linear current dependence is in 
contrast to the quadratic current dependence of the yield of excited alkali atoms found by Walkup 
et al. 6 and by Postawa et al. 5. A possible explanation for this discrepancy is that these authors 
used much higher electron energies in their measurements resulting also in a higher penetration 
depth and generally stronger surface modification and defect creation. 

£ Based on our experimental results we propose the following generation mechanism for excited 
alkali atoms. In this mechanism the deposition of energy and the subsequent channeling of the 
energy and converting into kinetic energy evolves in several steps: 

. Provided that the primary electron has sufficient energy, the incident electron creates a core- 
exciton on the alkali-ion lattice site. 

. This core-exciton decays via an interatomic Auger transition from a neighboring anion. 
Consequently, the anion is left in a singly or multiply positively charged state, as the excess energy 
is used for the release of valence electrons originally located on the anion. The electron itself, 
which was bound to the core-hole, can be i) released into the conduction band ii) trapped in a 
surface exciton iii) trapped in a surface state. 

. On the surface the alkali ion captures an available electron, presumably from a location mentioned 
above, into an excited state or the ground state. 

. Therefore the ionic bond to the crystal does not exist anymore, and the excited alkali atom leaves 
the surface. 

In conclusion, the experimental results we have obtained show that a direct correlation exists 
between the creation of core-excitons on the alkali atom in an alkali lattice and the desorption of 
excited alkali atoms. The linear current dependence is further evidence for an intrinsic process for 
the desorption of excited atoms. Due to the complexity of the materials involved, in particular their 
tendency to surface charging, surface modifications, defect creation and the influence of 
prebombarding conditions contributions via different energy channels cannot fully be exculded and 
further investigations are needed. 
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Abstract 

We are developing a new time-of-flight particle energy spectrometer for use in the 

10-200 keV/u range. This spectrometer is designed as a detector for Medium Energy Ion 

Scattering (ME1S) surface analysis. MEIS, when applied to the charged component of scattered 

particles, has been demonstrated to be a useful complement to Rutherford backscattering analysis 

(RBS) and low energy ion scattering (LEIS) in the elemental and structural analysis of surfaces and 

thin films. However, despite its demonstrated advantages, it has never come into widespread use 

because of the difficulty of energy analyzing uncharged particles in the relevant energy range of 

10-250 keV. Our detecor will be equally sensitive to both scattered ions and neutrals and 

calculations indicate that it will enable MEIS to rival conventional RBS in precision, speed and ease 

of use and to surpass it in sensitivity, surface specificity and depth resolution. 

Introduction 

The four most widely used tools for determining the composition of a surface are Auger 

electron spectroscopy (AES), secondary ion mass spectrometry (SIMS), low energy ion scattering 

(LEIS), also called ion scattering spectrometry (ISS), and Rutherford backscattering analysis 

(RBS). In each of these techniques, a probe beam of particles is directed onto the surface to be 

investigated. The interaction of one of these primary panicles with the atoms of the material 

causes either the emission of a particle or the reflection of the primary particle. The analysis of this 

secondary particle's properties gives information about the surface. 

110 



01" the techniques noted, RBS most directly provides reliable quantitative information about the 

composition of the surface under study, d.2) This is because in RBS the fundamental interaction is 

the Coulomb interaction between the nucleus of the primary ion and that of the surface atom with 

which it collides. This makes RBS much less sensitive to the chemical environment of the surface 

than the other techniques, all of which depend upon atomic phenomena for their effectiveness. 

The literature on medium energy ion scattering (MEIS) through the mid 1970s has been 

reviewed by Buck.3 A significant motivating factor for much early MEIS work was the need to 

understand neutralization in scattering in order to interpret the results of data obtained with 

electrostatic analyzers. A significant advance in developing a spectroscopy uniting the advantages 

of RBS and LEIS has been made by Saris's group at the FOM Institute for Atomic and Molecular 

Physics in the Netherlands 4 following earlier work by van Wijngaarden et al.5 and Feuerstein et 

al.6 The intrinsic lower limit of primary beam energies for which RBS retains its quantitative 

accuracy is determined by the deviation of the true cross section from the Rutherford value. For an 

incident beam of protons this limit is around 30 keV. However, the effective limit is set by the 

resolution of the detector used. The only detectors which are common today are solid state Si 

surface barrier detectors. These devices are simple, accurate and inexpensive, but even the best 

have a particle energy resolutions of about 10 keV. This relatively high value sets a lower limit on 

the energy of the beam of several hundred keV. The Dutch group avoids this difficulty by using a 

large electrostatic spectrometer which can analyze scattered ions when the incident projectile is 

typically 50-200 keV.7 

In this paper a new detector is described which preliminary calculations indicate will lead to 

reliable ion scattering analyses using proton beams with energies as low as 20-40 keV. It is based 

upon a time-of-flight technique which was developed for use in nuclear physics8-9 and which 

more recently has been applied in heavy ion RBS.10"15 In our detector, the start pulse is produced 

by a microchannel plate detecting the secondary electrons from a 1 (ig/cm2 carbon foil, and the stop 

pulse is produced by the impact of the backscattered particle on another microchannel plate. 
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The timc-of-flight technique will be superior to the current procedure using electrostatic 

analyzers in two very important respects. First, the time-of-flight method will be sensitive to both 

scattered neutrals and ions whereas the electrostatic analysis detects only ions. This becomes 

increasingly important as the energy of the beam is decreased. Second, the time-of-flight technique 

is inherently capable of analyzing the flight time of each particle that enters the sensitive solid angle 

andwill be much faster (or, equivalent^, less invasive) than single channel detectors such as 

electric and magnetic sectors. When compared with conventional RBS, it is also expected to be 

more surface specific (since the range of the primary ions in the target is shorter and the stopping 

power higher), and to have a depth resolution of perhaps as little as 0.6 nm. [van Wijngaarden, 

ref. 5] In addition, using 50 keV protons it will be about 400 times more sensitive than 

conventional RBS with 2 MeV He+ because of the larger cross section at lower energies. 

Spectrometer Design 

A schematic diagram of the prototype of the Mark I spectrometer is shown in Fig. la. This 

prototype is currently being constructed at Vanderbilt.   Ions which have been scattered from the 

target surface in the direction of the detector pass through the first of two grids held at ground 

potential and then through a 1 |ig/cm2 self-supporting carbon foil which is at a potential of 

-1 to -5 kV. As the backscattered ion exits the foil it causes the emission of secondary electrons 

which are accelerated by the electric field between the foil and the second grid. The electrons 

subsequently strike the microchannel plate detector and generate a start pulse. Meanwhile, the 

backscattered ion continues past the second grid to be stopped by collision with a second 

microchannel plate which generates a stop pulse. The time interval between the start and stop 

pulses is measured by a time to digital converter and a time-of-flight spectrum is accumulated by 

the data acquisition computer. Our spectrometer will have a 50 cm ion flight path and a 15 cm 

electron flight path. The electrons will be accelerated to a transport energy of 3 keV. Because of 

the short flight distance of the electrons, no electrostatic focussing will be needed to assure that 

they strike the microchannel plate detector. We are using Galileo FTD-2003 microchannel plates (a 
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chevron plate designed for saturated pulse operation) with their special 50Q anode designed for 

fast timing applications. The data acquisition will be performed by an Apple Macintosh II 

computer driving a CAM AC crate through an IEEE-488 bus. 

Figure 1 b shows the design for the Mark II detector which we will test when we have 

completed construction of the mark I version. The Mark II design will dispense with off-axis 

electron detection, which is used in the Mark I to allow the electron detector to be close enough to 

the foil so that it subtends a large enough angle to permit collection of all of the emitted electrons. 

Instead, the electrons will be transported over the same path as the heavy particles, and will be 

confined by a weak electrostatic lens. This design will substantially simplify the spectrometer, but 

does require careful design of the electron optics. The lens used must be as weak as possible so 

that it does not significantly affect the trajectories of the heavy particles, since not all of the particles 

will be charged and any electric fields could destroy the insensitivity of our system to charge state. 

In the design of our system, the electrons being transported will have energies no greater than 

5 keV, and the heavy particles will have energies typically in excess of 50 keV; thus, a lens 

sufficiently strong to confine the electrons should not strongly influence the higher energy heavy 

particles. 

For most particle scattering spectroscopies, three important figures of merit are the energy 

resolution of the detector, the solid angle of the detector, and the scattering cross section. For the 

MEIS technique, the scattering cross section a is quite large compared with the cross sections 

typically encountered in MeV He scattering. What a new detection scheme must provide is a large 

solid angle and good energy resolution. For typical MeV particle scattering systems, an energy 

resolution of about 1% (15 keV at 1.5 MeV) is considered very good, and solid angles of around 

lO3 sR are typical. Our detector should, without difficulty, be capable of subtending a 

solid-angle dD. of order 1(H, and a adft (hence total sensitivity) exceeding substantially that of 

MeV He scattering. The remaining parameter to be addressed is, then, the resolution. 
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The resolution of the system we are building will be affected by a number of variables: the 

acceleration time of the secondary electrons; the flight time of the secondary electrons; the intrinsic 

timing resolution of the electron detector; the energy loss of the particle traversing the carbon foil; 

the intrinsic timing resolution of the ion detector; and the intrinsic timing resolution of the pulse 

amplifiers, discriminators and time-to-digital convener. The apparent flight time tf of a particle in 

the system is 

tf = 
V2(E0-AE)/mi 

where tc is the electron flight time, Eo is the scattered particle kinetic energy, AE is the energy lost 

by the particle in the carbon foil, mj is the scattered ion mass (assumed exact), and L is the flight 

distance. 
„ mi L2 „ 
Eo = TTt^F+AE 

Thus, the fractional energy resolution is 

[8AE| 2 {^M^i^^+^M5! 

where 8AE is the rms energy straggling in the foil, 8tr is the rms uncertainty in the stop pulse time, 

8te is the rms uncertainty in the start pulse time, and 5L is the rms uncertainty in the flight path 

length. For the Mark I spectrometer, the uncertainty in flight path is dominated by the difference in 

flight path due to the angle 0 between the start foil and the stop detector. A simple integration 

yields an rms value 8L=fsin 0 where r is the radius of the start foil aperture. In the Mark II 

model, the foil is parallel to the detector, so the only uncerainty is due to real flight path 

diffrerences, which are insignificant. 
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We calculate, based on simple kinematics for the electrons and on the specified timing 

resolution of our electronics, that the system will have a timing resolution §tc for the start pulse of 

abut 150 picoseconds. When this is combined with the uncertainty due to straggling in the foil, we 

get energy resolutions E/AE which range from around 200 to around 400, depending on the 

species scattered. Thus, the technique has a resolution greatly exceeding that available with Si 

surface barrier detectors, which have maximum resolutions of about E/AE=100 for 2 MeV Helium 

ions and much lower resolutions at lower energies and with heavier ions. 

The resolution of a scattered particle detector affects its ability to measure a number of different 

properties of a surface. First, it will affect the depth resolution attainable, although this resolution 

is often limited by factors other than the detector. Second, it will affect the mass resolution, i.e. 

the ability of the system to distinguish the masses of the species on the surface from which the 

particle was scattered. The energy lost by a particle in a single binary collision is 

AT-',-    4 mi mo     . ->^ ,„s AE = Ej - !—*=■ sin2(9/2) 
(m1+ni2)2 ' 

where n^ is the mass of the scattered particle, m2 is the mass of the target particle, and 0 is the 

center-of-mass scattering angle. When m2»m1> AE is small so one finds that for a given energy 

resolution, mass resolution decreases with increasing mass. Thus, a figure of merit for mass 

resolution is the highest mass at which Am=l can be distinguished. Referring back to the above 

formula, one can convert a given mass resolution into an energy resolution. This can then be 

related through velocity to the intrinsic timing resolution of the spectrometer and the energy spread 

of the scattered particles produced by their passage through the foil in the detector. In the 

discussion and computations below, we predict the resolution of the spectrometer, both as E/AE 

and as the mass at which Am=l is just resolved. 

The timing uncertainty in the acceleration and transport of the secondary electrons depends on 

their initial energy distribution, the acceleration voltage, the distance over which the acceleration 
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occurs, and the length of the drift region between the acceleration grid and the electron detector. 

As all of the distances in the problem are made smaller and the voltages larger, the timing 

uncertainty due to the initial energy distribution of secondary electrons from the start foil decreases; 

however, mechanical and electrical considerations limit the ultimate size and voltage that can be 

achieved.    The actual timing calculations are done using the trivial kinematic formulas from 

classical physics, which are exact for this calculation. 

The time required for an electron to travel from the start foil to the end of the acceleration region 

is computed by solving the quadratic 

where d is the distance from the foil to the accelerating grid, V0 is the acceleration voltage, T0 is the 

initial kinetic energy of the electrons and mc and qe are the electron mass and charge, respectively. 

This can be more conveniently recast in natural units with qc=l, me = 511 keV/c2, and To 

expressed in eV to yield 

Vn c
2       ,        /2Tn 

2(mec
2)d        V mcc 

Let the solution of this equation, obtained by the quadratic formula, be designated ti. The drift 

time between the accelerating grid and the detector can be computed from the total kinetic energy of 

the electron. The energy after acceleration will be T=T0+V0 (in eV) and the drift speed will be 

vd = c 

F  /^     yr-p «  1        \ 

9+    °    and the flight time, t2, will be 4 = -^ 
mcc 

where / is the distance between the grid and the detector. Then, t = M+t2   is the total electron flight 

time and t(T0=0)-t(T0=max secondary energy) is our estimate of the timing spread attributable to 

the secondary electron energy distribution. The more conventional technique of expanding a 

Taylor series to get -JU doesn't work well here since jf- is infinite at T0=0. 
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If we assume an initial energy spread of 20 eV for the secondary electrons, an acceleration 

distance of 1 cm, an acceleration voltage of 2 kV, and a drift path of 20 cm, the total timin« 

uncertainty is 110 ps. The actual electron flight time, including acceleration, is 8.3 ns. The 

assumption of a 20 eV secondary electron energy spread is probably conservative; it is likely to be 

smaller. In Table 1, we use a 150 ps total timing resolution 8tc. 

The precision in measuring the scattered particle's flight time is also limited by the uncertainty 

in the energy loss of the particle in the foil used to generate the start pulse. This uncertainty 

contains two terms, one due to the intrinsic variation in energy loss known as straggling, the other 

due to variations in the foil thickness. For the foils we are using (1 ^g/cm2 of carbon), we 

estimate for 50 keV deuterons a total energy loss of about 590 eV, with a variation due to 

straggling of about 132 eV. The uncertainty due to variations in the thickness of the foil can be 

estimated at 5% of the total energy loss, based upon the manufacturer's guarantee of uniformity of 

the foils. Adding the two uncertainties in quadrature yields a final estimate for the resolution for the 

detector. As can be seen in table 1, the resolution E/AE can approach 400, and is above 300 for 

many beams. If this resolution is achieved, it will be unprecedented for charge-state-independant 

detection of particles in this energy range and will allow extremely high quality backscattering 

spectra to be collected. Some features of this table are important to highlight. First/note the cross 

section for 100 keV deuterons on gold is 7.6xl0"6 A2; for comparison, the cross section for 2 MeV 

He is 6.8xl0"8 A2, a factor of 100 smaller. Another important feature is the very high value for the 

unit mass separation limit, ni|, that can be realized using heavy ions. For a Li beam at 300 keV 

(which will be routinely available with our accelerator), we predict a unit mass separation at 

masses as high as 80 u. This is extremely difficult, if not impossible, to do using conventional 

RBS or even heavy-ion RBS at the normal energies used with Si surface barrier detectors. 
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Conclusion 

Time-of-flight Medium Energy Ion Scattering promises to be a technique capable of providing 

unprecedented sensitivity and resolution for surface analysis. It will provide detailed structural 

information in conjunction with channeling and blocking techniques. Because of the large 

scattering cross-section, lower total beam fluences will be required and surface damage induced by 

the analyzing beam will be minimized. In addition, it will provide better resolution and simpler 

operation than pulsed-beam time-of-flight measurements, since it is very difficult to perform 

pulsed-beam worked with resolution much better than 1 nanosecond. 
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Table 1 

Tabl e 1 
m z E(keV) E/AE mi EB G(10-8A2) 
1. 25. 230. 28. 28. 9663. 
1. 50. 290. 32. 56. 2942. 
1. 100. 301. 32. 111. 806. 
1. 200. 253. 29. 225. 206. 
2. 50. 338. 48. 58. 2754. 
2. 100. 400. 52. 114. 768. 
2. 200. 351. 49. 230. 197. 
4. 2. 300. 370. 71. 364. 311. 
6. 3. 300. 328. 82. 385. 606. 
10. 5. 1000. 322. 105. 1386. 135. 
12. 6. 1000. 312. 114. 1435. 180. 
16. 8. 1000. 265. 122. 1569. 262. 
28. 14. 3000. 283. 167. 5350. 69. 
35. 17. 4000. 281. 187. 7643. 49. 1 

TABLE 1: Predicted resolution and sensitivity of the detector for various beam species: 
m=mass of the scattered particle, z=charge of scattered particle, E(keV)=energy of scattered 
particle, E/AE=resolution of detector, mi=the highest target nuclide mass for which Am=l should 
be resolvable, Eß=the incoming beam energy required to produce a scattered particle of energy 
E(keV) from a target nucleus of mass mi, o(Au)=the cross section, in A2, for scattering a particle 
of energy Eß from an Au nucleus at 135°; provided for comparison. These cross sections are 
computed from the ZBL universal potential16 to include corrections for non-Rutherford scattering. 

Figure 1 Caption 

Schematic of time-of-flight detector design, showing a) the Mark I prototype design and b) the 

Mark II design. 
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SURFACE ELECTRON SPECTROSCOPY 

ROYAL ALBRIDGE / SALIM BANNA 
Center for Atomic and Molecular Physics at Surfaces 

Vanderbilt University, Nashville, TN 

One of the goals of the experimental and theoretical efforts of CAMPS research is to 

determine the means by which energy incident on either a clean or overlayered surface is 

adsorbed, partitioned and localized in ways that result in a number of phenomena such as 
desorption and sputtering. Our experimental measurements have consisted primarily of 

visible and/or infrared spectra recorded by grating spectrometers looking at, or just in front 
of, the surface; and recently we have expanded this effort by the addition of an ultraviolet 
spectrometer. We are now adding the capability of recording electron and electron energy - 
loss spectra. The new equipment consists of three 106° spherical-sector (r = 3.5 cm) 
electrostatic spectrometers, which have an energy resolution of 10 meV at 2 eV and are 
bakable to 450° C. These spectrometers will provide the means by which four types of 
electron spectra can be measured: Auger-, photoelectron-, electron energy loss- and 

electron emission-spectra. 
Auger electrons are produced when the surface is irradiated with electrons or photons; 

the resulting spectra provide qualitative information regarding the composition of the 
surface. Photoelectron spectra provide a special type of qualitative analysis because not 
only do the positions of the peaks identify the elements, but also small shifts in the 
positions of the peaks indicate the chemical environment in which the elements reside. An 
electron energy-loss spectrum is recorded by a high-resolution electron spectrometer when 
a highly monochromatized beam of electrons is reflected from the surface. The incident 
beam of electrons loses energy to various types of excitation of the surface and its 
adsorbates and this energy loss is recorded by the high-resolution spectrometer. This 

technique requires two electron monochromators: one to create the incident beam and one 
to record the reflected beam. In our work these three types of spectra will be used to 
determine the composition of the surface and the nature of its overlayers. Since such 
information is essential to all surface studies, these techniques will be widely used. For 
example, our studies of grazing-incidence and tilted-foil neutralization, which involves both 
pure and overlayered surfaces, require a complete and detailed analysis of the nature of the 

surfaces and their overlayers. Also, electron energy loss spectra may help shed light on the 
nature of the surface and its adsorbates in our studies of molecular species that reside on 

surfaces. 
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The spectroscopies discussed above will be used primarily as analytical tools to 
characterize surfaces before, during and after the primary experiments. The primary 
experiments themselves consist of the excitation of surfaces by particles or photons and 

these excitations will in most cases cause the emission of electrons; hence during the 
primary experiment the recording of electron emission spectra, as well as photon emission 
spectra, is essential if all channels of energy partitioning are to be investigated. 
Furthermore, the final states of species leaving a surface can be determined in part by 
electron processes such as the Auger effect and the emission of secondary electrons. 
Therefore a complete bookkeeping of energy partitioning and a complete analysis of modes 
of final-state production require that electron emission spectra as well as electromagnetic 
spectra be recorded. For example, our efforts to deduce the mechanisms by which final 

states are produced when M* and M° desorb from alkali halides will be facilitated by the 

recording of electron spectra. 

We conclude that our capability to record electron spectra will greatly enhance our 

ability to deduce the micro-scale dynamics of surface processes. We plan for the new 

equipment to be operational in April of 1989. 
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Interactions of Hyperthermal Ions at Metal Surfaces 

B.H. Cooper, D.M. Goodstein, G.A. Kimmel, R.L. McEachern 

Laboratory of Atomic and Solid State Physics 

Cornell University, Ithaca, NY 14853 

Abstract 

We are investigating the interactions of hyperthermal energy ions with clean and 

adsorbate-covered metal surfaces. In this summary we present energy spectra for 56eV 

to 4keV Na+ scattered in-plane from Cu(llO) along the (llO) and (001) azimuths. The 

measured spectra are compared to classical trajectory simulations to extract information 

about scattering trajectories and scattering potentials for the hyperthermal Na+ beams. 

We have also investigated the neutralization of scattered potassium beams from Cu(llO) 

with Cs over layers. These results are compared to a model of resonant charge transfer at 

surfaces. 
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I. INTRODUCTION 

The types of interactions which occur when an energetic atom or ion beam encounters 

a surface are varied, and are determined in large part by the incident beam energy. Tradi- 

tionally, most experiments that measure energy and angular distributions of the scattered 

particles have used either neutral thermal beams, which diffract from the corrugated po- 

tential of the whole surface, or higher (kiloelectronvolt) energy beams, whose interaction 

with the surface can be described as classical sequential binary collisions between the inci- 

dent ion and individual surface atoms. Between these two extremes is the important and 

relatively unexplored hyperthermal energy regime (incident energies below 500 eV).1'2 

We are investigating hyperthermal energy ion scattering from clean and adsorbate- 

covered metal surfaces. In this summary we compare experimental spectra of Na+ scat- 

tered from Cu(llO) to simulations using a computer code that calculates classical trajec- 

tories. From such comparisons we extract information about the ion-surface interaction 

potentials and trajectories. 

Using K+ scattered from Cu(110) with low coverages of Cs adsorbates, we have also 

investigated electron transfer processes which result in neutralization of the scattered par- 

ticles. These data are compared to a model of resonant charge transfer at surfaces. 

In section II we give a brief description of the experimental procedure. Results are 

presented in section III as a series of expanded figure captions. Section III is intended to 

give an overview of some of our major experimental findings, all of which are reported 

elsewhere with additional data and discussion. References are given where appropriate. 

We conclude with a brief summary. 

II. EXPERIMENTAL PROCEDURE 

These experiments were performed in a UHV scattering chamber which has been 

described in detail elsewhere.3 The alkali ion beams are produced by thermal emission 

from a hot alkali-embedded tungsten source.4 The ions are mass-selected with a Wien 

filter.  A 90° spherical electrostatic analyzer is used to accurately monitor the energy of 
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the beam and to reject any neutral particles produced by the source. The energy of the 

beam on target can be varied from approximately 10 eV to several keV.5 For the energy 

region between 100 eV and 400 eV the beam on target had a current of several nanoamps 

in a 2-3 mm diameter beam spot, and an energy spread characteristic of the thermal source 

(less than 0.5 eV). The half-angle divergence of the beam was less than 2°. 

Scattered ions are detected with a rotatable 180° spherical electrostatic analyzer with 

an energy resolution of 1% and an angular acceptance of 1° half-angle. The Cu(110) sample 

was mounted on a manipulator with three degrees of rotation, allowing us to detect ions 

scattered into any outgoing direction except those excluded by the finite size of the detector 

and beam lenses. For the results summarized in this paper, the spectra were measured with 

the beam and detector aligned for in-plane scattering along the (llO) and (001) azimuths 

of the Cu(110) crystal. The total scattering angle and incident beam angle relative to the 

crystal normal were accurate to 0.1°. LEED and ion scattering were used to align the 

scattering plane to within ±0.5°. 

The Cu crystal was routinely cleaned by 500 eV Ar+ sputtering followed by annealing 

at 550° C. An SAES getter was used to deposit Cs adsorbates for the charge transfer 

measurements. The Cs coverage was calibrated using Auger. The work function of the 

cesiated surface was measured using the LEED system in a retarding field configuration. 

The spectra were carefully monitored for sputter damage by the incident beam. The doses 

were kept small between anneals in order to avoid depositing alkalis on the surface from 

the incident beam. More details of this procedure are reported elsewhere.6 

III. RESULTS 

As stated in the introduction, all of the results discussed here are reported elsewhere 

in more detail. In this section we summarize our major experimental findings as a series 

of expanded figure captions. 

Figure 1 

Figure 1 shows a series of energy spectra for Na+ scattered from the Cu(llO) surface 
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along the (110) and (001) azimuths.7 The vertical axis is scattered intensity. For each 

spectrum the intensity is arbitrarily normalized and offset for clarity. The horizontal axis 

is the energy of the scattered ions E divided by the energy of the incident ions E0. The 

spectra have been corrected for the 1/E transmission function of the spherical analyzer. 

The incident beam energy varies from 56 eV to 4 keV. In all cases a 90° specular scattering 

geometry is used (see figure l). 

Figure 1 shows the atomic positions on the Cu(llO) surface. The (110) and (001) 

azimuths have different spacings along the chains of atoms and between adjacent chains 

of atoms. Spacings between atoms are 3.61Ä and 2.55Ä for the (001) and (110) azimuths, 

respectively. 

The two sets of energy spectra demonstrate that ion scattering trajectories are very 

sensitive to surface structure and beam energy. Looking first at the spectra for the (110) 

azimuth, we can describe the energy spectra as follows. Note first that the second layer 

chains of atoms are exposed on the fcc(HO) surfaces. For incident ion energies of 400 eV 

and below most of the detected ions in figure 1 have scattered from the second layer chains 

of atoms, after having undergone "focused scattering" trajectories. A simple explanation of 

focusing can be obtained by considering the different impact parameters that will result in 

in-plane scattering. Impact parameters located precisely along either top layer or second 

layer chains of atoms will scatter in-plane. For top layer scattering, where there is no 

focusing, an impact parameter slightly off the chain will experience out-of-plane forces and 

scatter away from the detector. For second layer scattering, the ion experiences small angle 

collisions with the top layer atoms in adjacent chains, both on the incoming and outgoing 

parts of the trajectory. For impact parameters slightly off the second layer chains, these 

small angle collisions involve out-of-plane forces that focus the particle toward the second 

layer chain on the incoming trajectory and toward the scattering plane on the outgoing 

trajectory. The range of impact parameters that will result in focused in-plane scattering 

depends on the surface geometry and the interaction potentials that describe the scattering. 

The higher energy peaks (E/EQ ^0.64) in the (llO) spectra are primarily from quasi- 

double scattering events.   These are ions that scatter through two roughly equal angle 

128 



collisions from adjacent atoms in the chains. The lower energy peaks (E/E0 ^0.46) are from 

quasi-single scattering events. The slight shift in E/EQ as the incident energy is decreased 

results from the behavior of the focused single trajectories. These focused trajectories 

scatter from the tails of the potentials of first layer atoms on the incoming and outgoing 

trajectories. As the beam energy is lowered the ions become increasingly sensitive to the 

long range part of the potential and scatter more strongly from the first layer atoms. For a 

fixed total scattering angle, this reduces the principal scattering event from a second layer 

atom, which results in less energy loss. 

In the (001) azimuth, at 1 keV and below the scattering is also primarily from second 

layer chains. The higher energy peaks are from quasi-double scattering events. The lower 

energy peaks are due to quasi-single scattering. Unlike the (110) spectra, the top layer 

singles and the second layer focused singles are separately resolved for beam energies of 

400 eV and lower. The value of E/E0 for the focused single peak is also seen to vary 

dramatically with incident beam energy, ranging from «0.46 for 4 keV Na+ to 0.57 for 56 

eV Na+. This trend, which was not observed in the (110) spectra, results from the fact 

that the atomic chains are much closer together in the (001) azimuth than in the (110) 

azimuth. The interaction with the first layer atoms is thus much stronger for focused 

trajectories in the (001) azimuth, which causes the trajectory to be strongly dependent on 

the incident beam energy. 

These trajectories are analyzed in more detail elsewhere.7 

Figure 2 

In order to model the scattering at hyperthermal energies, an interaction potential 

must be used that can reproduce the strong energy dependent focusing effects observed in 

the spectra presented in figure 1. Figure 2 shows the agreement between measured and 

simulated spectra for the 100, 200, and 400 eV Na+ beams. The simulations are classical 

trajectory calculations8 using a potential constructed from a sum of Na+/Cu diatomic po- 

tentials calculated in the Hartree-Fock approximation, plus an added image potential that 

depends only on perpendicular distance from the surface. The only adjustable parameter 
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in the potential is the depth of the image well at z=0 (3eV). Thermal vibrations of the Cu 

surface atoms and the oscillatory relaxation of the Cu(llO) surface were included.9 

We have found similar agreement using Hartree-Fock potentials to model K+ scatter- 

ing from Cu(llO).10 Other experimental studies of hyperthermal alkali scattering report 

agreement between experiment and simulation using Hartree-Fock-Slater potentials.11'12 

Figure 3 

Figure 3a shows the 100, 200, and 400 eV Na+spectra for the (001) azimuth with 

simulations using two interaction potentials. One is the same potential described in figure 

2. The other is constructed from a sum of ZBL Na/Cu pair potentials.13 The ZBL 

potential has been used to give good agreement with scattering data for keV ions.14 

Figure 3b shows a comparison of the Hartree Fock and ZBL pair potentials for sepa- 

rations of 0.6 to 2.0Ä. Note that these two potentials are similar for small separations, but 

deviate from one another at separations on the order of 1-1.5A. An ion scattering from a 

second layer chain of atoms will sample the potential tails of the first layer atoms at similar 

distances. Figure 3a shows that the focused scattering from Cu(llO) is very sensitive to 

the tails of the pair potentials used in the simulations. 

Figure 4 

Figure 4 shows a series of energy spectra for 90° specular scattering of 100 eV K+ ions 

from Cu(110) along the (110) azimuth.6 The vertical axis is the scattered ion intensity, 

which has not been corrected for the 1/E dependence of the analyzer transmission function. 

The solid curve in figure 4a is for scattering from the clean Cu(110) surface. Each of the 

dashed curves corresponds to the spectrum measured from the Cu(110) surface with a 

different coverage of Cs adsorbates. In each spectrum the same incident K+ dose is used. 

The work function measured for the different Cs coverages is given in the inset to figure 4a. 

The scattered K ion intensity is approximately zero for a work function of 3.13 eV, which 

corresponds to a Cs coverage of 0 & 1/10. The decrease in the scattered ion intensity can 

be attributed to the Cs-induced increase in the neutralization probability of the scattered 
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potassium by resonant electron transfer.15 

Each spectrum from figure 4a is normalized by its integrated intensity and plotted in 

figure 4b. Figure 4b shows that the neutralization probability is independent of the velocity 

of the scattered ion. Furthermore, there are no new peaks apparent in the spectrum as 

the Cs coverage increases. There are several reasons for this. First the Cs coverages are 

very low and therefore very few of the ions scatter directly from adsorbates. Second, the 

energy for quasi-single scattering off a cesium adsorbate lies within the quasi-double peak 

of the copper substrate. Also, if local variations in the electrostatic potential from the Cs 

overlayer are important in the charge transfer process, one would expect ions scattering 

from areas around the adsorbate sites to be preferentially neutralized and thus not detected. 

Figure 5 

Figure 5a is a plot of the intensity of scattered K+ (for 100 eV incident energies) as 

a function of the measured work function. The vertical axis corresponds to the integrated 

counts in an energy spectrum (with Cs adsorbates) divided by the integrated counts in the 

clean surface spectrum (no Cs adsorbates). The horizontal axis gives the measured work 

function for the Cs overlayer of the corresponding energy spectrum. Note that there is a 

plateau in the data at small Cs coverages (work functions S>4.5 eV). This plateau is also 

observed for similar measurements using 400 eV and 1000 eV incident energies, which are 

plotted in figure 5b. We have also measured the intensity decrease for different scattering 

geometries using K+ beams, and for different energies using Li+ beams.6 

If one assumes that resonant charge transfer is the the principal mechanism for neu- 

tralizing the scattered potassium, the data in figure 5 can be compared to a standard 

model for charge transfer.15 In this model the surface is treated as jellium, and the metal 

electrons occupy the states of the jellium potential well. The electron density falls off 

exponentially with distance outside the jellium edge. The Hamiltonian outside the sur- 

face corresponds to an atomic potential. Charge transfer is assumed to occur between the 

atomic ionization level and the metal states of the same energy. When the ion is far from 

the metal surface, an electron bound to the ion has a well-defined energy which corresponds 
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to the atomic ionization potential. As the ion approaches the surface this electronic level 

shifts and broadens due to hybridization with the metal electrons. Far from the surface the 

energy shift has the classical l/4z dependence, where z represents the distance from the 

surface. Close to the surface this shift must be calculated by considering the interaction 

of the atomic and metal electrons in detail. Resonant electron transfer from the metal to 

the K can occur if the potassium ionization level is resonant with filled states in the metal 

at some distance from the metal surface zc (the "crossing distance"), which depends on 

the work function. The probability that transfer does occur depends on the width of the 

ionization level at zc and the velocity of the ion perpendicular to the metal surface on the 

outgoing trajectory. 

If the only important effect of the Cs adsorbate layer is to shift the work function of the 

surface, then the ionization probability P+ is expected to vary as P+ oc exp(—A(zc)/avj_), 

where A(zc) is the width of the resonance at the level crossing, a characterizes the expo- 

nential dependence of the level width A with separation z, and v± is the velocity of the 

scattered ion perpendicular to the surface. The two dashed curves in figure 5a show the 

calculated P+ values for the two v± values given in the inset (which correspond to the 

two peaks in the measured K+ energy spectra), with values of A and a taken from the 

literature. The solid curve in figure 5a shows the calculated P+ with A and a chosen to 

give a best fit to the data. 

Figure 5a shows that these data cannot be modeled by assuming that the only relevant 

effect of the Cs adsorbate layer is to shift the work function by the measured amount. 

This is consistent with the notion that the level crossings for the K ionization level are 

located a few A outside the Cs/Cu surface. At these distances the local electrostatic 

potential induced by the Cs adsorbates is inhomogeneous, and these lateral variations 

must be included to reproduce the data. Similar results have been found by Geerlings, et. 

al.16 Recent calculations by Nordlander and Tully17 have produced good agreement with 

Geerlings' data. Nordlander and Tully have calculated the widths and positions for the 

alkali electronic levels and included lateral variations in the electrostatic potential from 

the alkali adsorbates. 
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IV. SUMMARY 

We have measured energy spectra of 90° specular scattering of 56 eV to 4 keV Na+ 

from Cu(110). For the 100 eV, 200 eV, and 400 eV beams, comparison of experimental 

spectra with classical trajectory simulations shows that most of the detected ions have 

scattered from second layer chains of atoms. There are strong focusing effects observed 

in the scattering which determine how peaks in the energy spectra shift as the incident 

beam energy is varied. Scattering potentials constructed from sums of Na+/Cu pair poten- 

tials calculated within the Hartree-Fock approximation give excellent agreement between 

measured and calculated energy spectra. 

Electron transfer processes at surfaces were investigated by measuring the scattered 

K+ intensities from Cu(llO) with Cs overlayers. The ion intensity decreased with in- 

creasing Cs coverage, and was essentially zero for 8 «1/10. This intensity decrease was 

attributed to a Cs-indüced increase in the resonant charge transfer probability. Since the 

charge transfer has a high probability to occur at ion-surface separations of a few A, lateral 

variations in the Cs-induced electrostatic potential must be considered to explain the data. 
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Figure 5a 
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ABSTRACT 

The idea of a universal potential function for the dependence of interaction energies 
of systems of particles on some distance parameter has long tantalized molecular 
physicists. Such a "magic potential" would relieve experimentalists and theorists of a 
considerable amount of work, allowing them to focus their efforts on the determination 
of only three (or perhaps four) fundamental parameters for each system. Recently 
Ferrante et al. [Phys. Rev. Lett. 50, 1385 (1983)] claimed to have found such a universal 
relationship, applicable to interactions in diatomic molecules, bulk metals, bimetallic 
interfaces, and gas-solid interfaces. On the other hand, Graves and Parr [Phys. Rev. A 
31, 1 (1985)], examined the spectroscopic properties of 150 diatomic molecules and 
challenged the conclusions of Ferrante, et al. In the present work, a number of well- 
known diatomic potentials are examined on a global scale. For these systems the truth 
lies somewhere between the extreme conclusions of the above-mentioned works: Used 
judiciously, reduced potentials do have much to offer, particularly in "ignorance" 
situations. 

I.   INTRODUCTION 

In molecular physics, potential energy functions are all-important for theoretical 
description of the properties of systems of particles. Not surprisingly, considerable 
effort has been expended toward obtaining "good" potential energy functions. For two- 
particle systems experiencing central forces, the Schrodinger equation is separable; and 
the desired potential energy function depends on a single variable, the separation R of 
the particles. Neglecting small effects such as magnetic interactions, the potential 
energy curve U(R) then provides all of the information about the energy levels of the 
system. 

In the early days of the new quantum mechanics, attempts to define molecular 
potentials centered on closed-form expressions containing 3-5 parameters which could be 
adjusted to match the observed energy levels.1'2 Dunham3 gave a more general 
semiclassical treatment based on an expansion in the variable (R - Re)/Re, where R& is 

4= 
adapted  from   "Reduced  Potential Energy   Curves  for  Diatomic  Molecules,"   by   J.   Tellinghuisen, 

S. D. Henderson, D. Austin, K. P. Lawley, and R. J. Donovan, Phys. Rev. A (in press). 
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the internuclear distance at the minimum of the potential.   About the same time Klein 
derived the equations which have become the basis for the widely used RKR (Rydberg- 
Klein-Rees) method for inverting spectroscopic data to obtain potentials.    Although 
Klein's derivation was also semiclassical, it has been found to yield potentials which are 

remarkably reliable quantally as well. 

Although the problem of obtaining reliable diatomic potentials might be considered 
solved, there has persisted through the years a search for "the magic potential".— the 
Holy Grail of spectroscopy. The motivation for this search is unassailable: If only a few 
spectroscopic properties were required to define an entire potential curve, 
experimentalists and theorists alike would be relieved of a considerable part of their 
working burden. Indeed there are intriguing regularities among the spectroscopic 
constants of diatomic molecules which suggest an underlying simplicity. ' Finally, 
certain parametric potentials lead to reduced equations of state for describing bulk 
properties of matter — and such reduced equations of state are also much sought after. 

Since actual two-particle interaction potentials span vibrational frequencies and 
binding energies which range over ~ 3 orders of magnitude, the search for the magic 
potential translates into a quest for a suitable prescription for a reduced potential. One 
such prescription has been used by Jene for over two decades to describe trends 
relatable to periodic table locations of the combining atoms. More recently Rose, 
Ferrante, and Smith have claimed discovery of a universal binding energy curve 
applicable to metals and bimetallic interfaces, chemisorption, and diatomic 
molecules.     These same authors have also explored the implications of this universal 

19 1 ^ relationship for metallic bonding and for equations of state of metals. In extolling 
the virtues of their simple reduction scheme, they have laid strong claims: "Thus there 
is a single binding-energy relation for all these seemingly diverse systems. . . There is an 
underlying simplicity in nature that has not been recognized heretofore." 

The problem with universality is that, like beauty, it is to a large extent in the eye 
of the beholder: If one anticipates factor-of-two agreement in plotted reduced potentials 
but observes 10% agreement, one is pleasantly surprised and impressed. On the other 
hand the same result constitutes disappointment in the face of 1% expectations. In 
particular, diatomic spectroscopists demand a higher standard of performance in a 
universal potential than do solid-state and surface scientists, since the precision with 
which interaction potentials can be determined is much lower in the phenomena 
investigated by the latter group. While the comparisons displayed by Ferrante, Rose, 
and Smith indeed show good pictorial agreement, the consistency is far from perfect; 
and one might reasonably ask whether such universality is no more than a trick of 
display. 

From a spectroscopic perspective, Graves and Parr have challenged the assessment 
of Ferrante et al., showing that certain predictions of the reduced potential model are 
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not borne out in observed spectroscopic constants. Without being so presumptuous as 
to claim discovery of the Holy Grail, we wish to suggest that the criteria used by Graves 
and Parr to evaluate the reduced potential concept are not the whole story, and that 
regularities which appear when reduced potentials are examined over a large range of 
reduced distance are not adequately predicted by parameters which are related to the 
first few derivatives of the potential at its minimum. For example Fig. 1 illustrates the 
reduced potentials of nine molecular states, plotted according to the simple prescription 
discussed in refs. 11 and 14 (see below). Admittedly, we have chosen these nine for their 
approximate agreement; but note that the quantities plotted in the inset do not coalesce 
in a single point, as would be required for satisfaction of the reduced potential model 
according to the test adopted by Graves and Parr. Moreover, we have found cases 
where two states share virtually identical A and B values but display discordant 
reduced potentials. Finally, even where reduced potentials are in poor agreement, their 
repulsive branches are often in quite good agreement. This behavior can be useful in 

approximating unknown potentials15 and is only revealed through comparisons of the 
potentials themselves (eg. Fig.l), being totally obscured in quantities based on a limited 
set of spectroscopic parameters (eg. inset to Fig. l). 

Figure 1:   Reduced potentials for C12(X) (to u = 0.97), IClp0(0.99), N2(A) (0.57), 

N0(X) (0.54), OJX) (0.73), \\(X) (0.53), S2(X) (0.57), Se2(X) (0.40), and Te2(X) (0.43). 
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H.   THE SCALED POTENTIAL 

If the potential energy U(R) is expanded in a Taylor series about its minimum, the 
term quadratic in {R-Re) is generally taken to be the lead term, yielding the harmonic 

oscillator approximation, 

U(R) ~  kjR- Rf/2 = 2«*„ c u2 (R - Rf/h, (1) 

where ke is the force constant, n the reduced mass, c the speed of light, h Planck's 

constant,  and wg the vibrational frequency.     Both U and w    are expressed in the 

customary spectroscopic units of cm"1. The harmonic approximation is only a crude 
representation of the vibrational levels of diatomics, so at least one anharmonicity 
correction is needed to adequately represent even the lowest bound levels, 

Gv = ue(v + 1/2) - uxe{v + 1/2)2 . (2) 

The harmonic oscillator also has no defined dissociation limit. However, we might 
naively seek to obtain a scaled potential by dividing U by the dissociation energy V , 
obtaining 

u  =  U(R)/Pe = x2 , (3) 
where 

x =  {2*2cnlDhfl2 „e (R -Re). (4) 

The definitions of Eqs. (3) and (4) ensure that all potentials will agree at least near their 
minima. This is in fact the approach taken by Ferrante et al.11 The present definition 
of the reduced distance is the same as the argument in the Morse potential function and 
its variants and extensions,1 as discussed by Graves and Parr.14 In terms of this reduced 
distance, and for our reference energy of zero at the potential minimum, the reduced 
Morse function is 

u = (1 - exp(-x))2 . (5) 

For their comparisons of 150 diatomic ground states, Graves and Parr defined the 
2 

quantities A, a^ and a^.   In terms of the usually available spectroscopic constants, these 

quantities are, to a very good approximation,1,3 

A = „2/(4BeDe) , (6) 

4 = [1 + K*e/
6S

e
2)]2 > (7) 

a2 = 5a2/4 - 2^/35  , (8) 

If the scaling hypothesis were rigorously correct, the quantities ajA and ajA — which 

we define as A/lQ and B/IQ, respectively - should be constant and independent of 
species for a group of potentials which follow the universal reduced potential u = F\x). 
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For the 150 cases examined in ref. (14) this was far from the case, though the plots of A 
vs B did show a tantalizing near-linear behavior, suggesting the need for an adjustable 
parameter in the reduced potential. 

m. RESULTS AND DISCUSSION 

We have examined the reduced potential curves of some 35 diatomic molecular 
states, plotted according to the simple definition of Eqs. (3) and (4). The examples 
include both ground and excited states of a number of molecules and were chosen 
because the potentials are well defined over a sizable fraction of the well depth in most 
cases. The potentials studied included the 25 examined in ref. (15), updated and 

augmented  as  follows:     Li2(X),16  K2(X),17   Cs2(X),18  NaK(X),19  Te2(X),20 F2(X),21 

IC1(X),22 IC1(A'),23 IC1(A),24 XeF(X),25 Br2(A),26 Br2(B),27 P2(X).28 

Figure 2 shows the ground states of five alkali dimer molecules and H„. The latter 

and the Morse curve itself are significantly different, but the five alkali molecules share 
a "nearly common" reduced ground-state potential. Here as in Fig. 1, the plot of A vs 
B is nearly linear, but the actual values of A and B vary by factors of 2-3. 

Figure 3 displays the ground states of four halogen molecules. The degree of 
universality is reduced at large x, by comparison with Fig. 2, but again the reduced 
curves show good "eyeball" consistency. And again the linear A vs B dependence is 
noted. 

Figure 2: Reduced potentials for alkali dimer ground states (solid curves), H2(X) 

(coarse dash), and Morse function (fine dash). In the inset the points are for, from left 

to right: Cs2, K2, NaK, Na2, and Li2. 144 



Figure 3: Halogen ground states with Morse function (dashed) for comparison. At 
x = 2.8, the curves are for, top to bottom: Cl2, IC1, F2, and Ig. Left to right, the points 

in the inset represent I2, IC1, CL, and F„. 

Figure 4: Halogen states. At x ----- 3, reading top to bottom, the solid curves are 
for I2(X), B, A1, and A; the broad dashed curves for ICl(A') and A; and the fine dashed 

curves for Br2(/j) and A. In the inset the one point at large A and B is for Br2(A), while 

the points for I2(A') and A have negative B values are are off scale. 
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Several electronic states of different halogens are compared in Fig. 4. The attractive 
branches are now grossly different, although the repulsive branches coincide remarkably 
well. In this case the points plotted in the inset show a fairly tight grouping near A = 
6.5, B = 3. This grouping may indicate similarities in the reduced potentials near their 
minima but is of little value in predicting the course of the curves at large x. 

Results for four van der Waals molecules and XeF are illustrated in Fig. 5. Here 
there are sizable differences on both branches of the potential. The near-linear A vs B 
dependence is regained, but again the clustering of points near the middle of the inset is 
a misleading predictor of the reduced potentials on the large scale. 

Figure 6 shows changes that occur in homonuclear diatomics going across a period in 
the atomic table. We have also included the ground states of CO and SiO, and it is 
interesting to note the level of disagreement between these two (which are mutually 
consistent) and the isoelectronic N2 and P2 (see also Fig. 1). Again a linear dependence 

between A and B is suggested, and in this case some close-lying points do represent 
closely similar reduced potentials (eg. CO(X) and SiO(X), and C12(X) and P2(X)). 

In his reduced potential method, Jene has given a slightly more complicated recipe 
o 

for the reduced distance p, 

P = (R- Z)/{Re - Z) (9) 

Z=[l- exp{-R/Pij)]Pij 

where p ■ ■ solves 

'   PljX[l - exp(-RjPij)] =Re- (SMDJkf/2 . (10) 
We have calculated Jene reduced potentials for the alkali dimers included in Fig. 2. 
Results are shown in Fig. 7. The Jene potentials for this group of molecules show 
considerably less agreement in the attractive branch; however the agreement in the 
repulsive branch is actually better than in Fig. 2. 

Given the occurrence of pictorial similarity in the reduced potentials, one may 
rightly ask what is the quantitative significance of agreement at the level of the reduced 
potentials depicted in, for example, Figs. 1-3. To address this question we have 
conducted the following computational experiment: We used the reduced potential for 
C12(X) together with the experimental Pe, w,, and Rg values for IC1(X) (Figs. 1 and 3) to 

9Q 
regenerate an approximate potential for the latter. Then we solved numerically for 
the eigenvalues and rotational constants By for a range of levels in IC1(X) and compared 

the results with the known values.22 Figure 8 shows that the error in the calculated 
quantities is less than 0.5% for almost all levels.   For the vibrational energy Gv, that 

translates into shifts of 80-90 cm"1 for levels near v = 50. While such an error is 
intolerable in a spectroscopic experiment, we predict that it is considerably smaller than 
would result from any similar test employing, for example, an ab initio potential for IC1; 
and the latter potential will be significantly harder to obtain. 
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Figure 5: Van der Waals molecules and XeF. Top to bottom at x = 3, the solid 
curves are for NaAr, Ca2, and Ar2, while the dashed curves repesent Mg„ and XeF. Left 

to right, the points in the inset represent XeF, Ca„, Ar„, NaAr, and Mg„. 

Figure 6: Periodic trends in ground states. Left to right on the attractive brandies 
at u — 0.6, the solid curves represent Na0, Mg„, and Ar9, while the dashed curves are 

for Cl2 and GO. The curve for SiO coincides with the latter, and the fine dashed curve 

represents P,,.   Left to right in the inset:- Na2, Cl0, P,,, Ar,,, CO, SiO, Mg0. 
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Figure 7:    Reduced potentials for alkali dimers of Fig. 2 obtained using the Jene 
scheme (see text). 
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Figure 8: Relative errors (R.R.) in the Gv and Bv values for ICl(vY) calculated using 

the reduced potential for Cl2(Ar) to produce the potential for TGI. The plotted quantity 

is (calculated-experimenta!)/experimental. 
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IV.   CONCLUSION 

The scaled potentials of analogous electronic states in chemically similar diatomic 
molecules can show surprising similarity over the full range of the bound well. On the 
other hand parameters based on experimental estimates of the third and fourth 
derivatives of the potential at Rg are not very reliable predictors for either agreement or 

disagreement of the reduced potentials, when the latter are examined away from the 
region of the minimum. The near-linear dependence of the particular combinations of 

these parameters employed by Graves and Parr is intriguing and may suggest, as these 
authors noted, that one additional appropriately defined parameter may yield a better 
reduction scheme. However the double exponential function, used in ref. (14) to 
illustrate this idea, cannot fill the bill for most of the states examined in the present 
work, because the A and B values lie below the range spanned by this potential form. 

Used judiciously, reduced potentials can provide good "ignorance" guesses for 
unknown potentials. For such an application one requires preferably at least two known 
analogous potentials for similar molecules, and V , R , and w for the unknown state. 

Knowledge of the latter parameters might seem to beg the question; however it often 
happens that these quantities are determined well from an analysis of low-lying v levels 
in a state (together with other information for V ), leaving most of the state in question 
undetermined. For such cases the reduced potential can aid in extrapolating the 
potential to higher energies. It is not clear whether the simple reduction prescription 
given by Eqs. (3) and (4) in the present work will yield the same kinds of systematic 
trends exploited by Jene with his reduction scheme. However, the comparison of Figs. 2 
and 7 suggests that for the purpose of guessing an unknown potential, the present 
scheme is both simpler and more reliable. 
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ABSTRACT 

Same energy density and same number of nitrogen nuclei have been used to bombard the 

high-purity silicas. Preliminary results show the different intensities of desorbed silicon and sodium 

from surface between 9 KeV N2+ and 4.5 Kev N+ ions. Possible reasons of different yields of 

silicon atoms and sodium atoms will be discussed. 

INTRODUCTION 

Desorption is a very complicated phenomenon due to many physical and chemical processes are 

going on in a very short time during the impact of the incoming energetic particles on the substrate 

surface. Energy of the incoming particle was absorbed by the substrate and dissipated through 

available pathways such as atomic collisions and electronic transitions. The redistribution of the 

energy results in the desorption of the particles from substrate, the recoil of the primary particles, 

light emitted from the de-excitation process of the excited absorbed atoms, luminescence from the 

near-surface bulk, and formation of the excitons and defects. 

Our recent results of high-purity silicas irradiated by 9 KeV He+ show that the electronic 

transition process is a dominant pathway to dissipate the absorbed energy [1]. The electronic energy 

deposited in the near-surface bulk is rechanneled primary into luminescence and the desorption of 

the particles from the surface as shown in our previous reports [2-4]. 

In this paper, we report our priliminary results on the different sputtering yield of silicon atoms 

induced by same energy density and number of nitrogen nuclei on silicas. 
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EXPERIMENTAL 

Samples we used were Type III and IV [5] high-purity synthetic silicas. Samples were Spectrosil 

and Spectrosil WF purchased from Thermal American Fused Quartz Co., and Suprasil 1 and 

Suprasil Wl were made by Heraeus Inc. 

Samples were cut to 1.8 cm x 0.5 cm x 0.1 cm in size and then cleaned by the procedures 

described in our previous report [2]. Samples were mounted on a sample holder and then inserted 

into the ultra-high vacuum chamber. The pressure in the UHV chamber was low, 10"8 to 10"9 torr at 

room temperature during measurements. 

Each sample was bombarded by N2
+ and N+. The desorption due to the de-excitation of the 

desorbed species from the surface were monitored in situ by an optical detect system during 

measurement [6]. The geometry of the sample position with repect to the optical detect system was 

kept the same during N2+ and N+ bombardment. 

In order to keep same number of nuclei strike on the surface, the flux of N+ was kept twice as 

N2+ ions. Since N2+ also has twice energy as N+ does, same energy density and same number of 

nitrogen nuclei strike the silica surface. 

RESULTS 

Desorption spectra from Spectrosil, Spectrosil WF, Suprasil 1 and Suprasil Wl were monitored in 

situ during 9 KeV N2+ and 4.5 KeV N+ bombardment in ultra-high vacuum as shown in Fig. 1 to 

4. Part (a) and (b) in all figures indicate the desoption spectrum induced by N2+ and N+ 

respectively. Fig. 1 (a) is a typical spectrum which contains a broad spectral luminescence and a 

few sharp lines which come from the excited atoms. The excited-atom spectra show contributions 

from silicon (the first order lines at 2516 A and 2882 A and the second-order lines at twice those 

wavelengths), two still unidentified contaminants (around 4000 A and 4500 A), and sodium excited 

states (5890 Ä) which are easily sputtered by N+ ions. It is clear indicated in these four figures that 

for the same energy density and same number of nitrogen nuclei, N2+ sputtered more silicon atoms 

from silica surfaces than N+ and sodium atoms are effectively sputtered by N+ than N2+. 

DISCUSSION 

The 9 KeV N2+ and N+ bombarding silica can be categorized to the linear cascade sputtering [7,8] 

where the sputter yield can be expressed as 

Y = AFD (1) 
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where Y is the sputter yield, A is a material constants and the other, and FD is the deposited energy 

at the sputtered surface [9]. A is a function of atomic density and the surface binding energy of the 

target. For the deposited energy FD can be written as 

FD = aNSn = oc(dE/dx)n (2) 

where a is a function of the mass ratio and ranges between 0.2 and 0.4 [10], N is the atomic 

density of the target, Sn is the nuclear stopping cross sewction, and (dE/dx)n is the energy loss of 

the incoming particle due to atomic collision. 

Since one 9 KeV N2+ ion is dissociated to two 4.5 KeV N+ ions right on the impact with the 

silica surface, one 9 KeV N2+ ion is equivalent to two 4.5 KeV N+ ions for the sputering. That is to 

say that one 9 KeV N2+ ion should have same sputter yield as two 4.5 KeV N+ ions have because 

one 9 KeV N2+ ion has same quantities of A and FD as two 4.5 KeV N+ ions do. But this is not 

what the observed spectra showed. The observed spectra showed that for the same energy density 

and same number nitrogen nuclei, the sputter yield of silicon atom is higher by N2+ ions 

bombardment and the sputter yield of sodium atom is higher by N+ ions bombardment. 

These results clearly indicate that some other features are not included in sputter yield equation 

(1). In equation (1) only nuclear energy loss, (dE/dx)n, has been considered and the electronic 

excitation and ionization are neglected. The electronic transitions can produce the excitons which 

can lead to the displacement of the atoms and the bond breaking in the target through the relaxation 

[11]. Another important point is that is any chemical reactions (bond formation) between incoming 

particles and the target atoms? Indeed nitrogen atoms can form bridging nitrogen structure 

,Si-N--Si, and N02 molecules in amorphous Si02 film as reported by Friebele et al [12]. 

The plausible explaination for N2+ has higher sputter yield for silicon is perhaps due to the size 

effect in which N2+ is larger than N+ ion so that N2+ can easily knock out silicon atoms from the 

silica surface. However, the higher sputter yield of sodium atoms for N+ may ascribed to the 

electronic excitations and chemical reactions. 

The real reasons for different sputter yields of silicon and sodium atoms under same energy 

density and same number of nitrogen nuclei bombardment are not clear, but in order to understand 

the sputter process on silica surface size effect, electronic transitions and chemical reactions must be 

considered. 
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Figure 1. Spectra of Spectrosil bombarded by same energy and number 
of nitrogen nuclei. Desorbed silicon atoms are more by N     (a) 
than N4" (b) but sodium desorbed only by N+. 
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Figure 2. Same number and energy density nitrogen nuclei, N2 sputtered more 
silicon atoms (a) than N*" (b). A little sodium line is observed in (b). 

156 



r9600 

2000 

9 KeV N2 on Suprasil 1 
t3   Current on Cu 3.6 U.A 

7000 8000 

4.5 KeV N    on Suprasil 1 
Current on Cu 7.2 u.A (Normalized) 

^NMS^^ 

8000 3000 4000 5000 6000 7000 
WAVELENGTH (A) 
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Secondary Electron Excitation as a Possible Mechanism for Shuttle Glow 

P. H. Bunton, R. F. Haglund, Jr., J. Rose and L. J. Wang 
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Vanderbilt University, Dept. of Physics and Astronomy, Box 1807-B, Nashville, TN 37212 

A number of recent studies have pointed to secondary electron emission as a 

factor in the production of excited states of atoms and molecules following 

irradiation of surfaces. We have observed some correlations between secondary 

electron emission and excited atom radiation in photon-stimulated desorption 

experiments, and believe this may be a factor which needs to be taken into account 

in studies of excited atoms and molecules on or near surfaces in low earth orbit. 

I. Introduction 

The problem of glow of spacecraft in low earth orbit has been discussed in many papers and 

will not be reviewed here.l  Also, a few commendable mechanisms for shuttle glow have been 

proposed that are at least plausible and do a fair job of accounting for the glow observations.2 A 

particularly insightful paper by I. L. Kofsky and J. L. Barrett (Planet. Space Sei., Vol. 34, No. 8 

(1986) pps. 665-681) pointed out that perhaps too much attention had been paid to the energy of 

the incident oxygen atoms and not enough to the chemistry of recombination on surfaces. They 

point out that the incident oxygen serves to condition the surface resulting in recombination of 

adsorbed molecules which are emitted in excited states. It is the purpose of this paper to discuss 

the relationship of electron yield from an irradiated surface and the existence of excited atomic 
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states above that surface, i.e., we will examine the possibility that the existence of glow is 

consistent with the desorption of ground state neutral particles under combined ultraviolet and 

particle irradiation which are then excited by electrons which are also emitted during the course of 

irradiation (For brevity these electrons will be termed secondary electrons even though the term is 

usually reserved for electrons resulting from electron irradiation). Note that this is not the same as 

previously proposed plasma mechanisms as those mechanisms relied on ambient electrons rather 

than those emitted from the material. 

The results which will be referred to herein are not necessarily obtained from "spacecraft 

materials" but from materials with simplier structures that nonetheless one has reason to believe 

behave in a manner similar to the materials of interest. This requires some justification other than 

the fact that they are the materials with which we are accustomed to working. The results 

presented here were obtained mostly from alkali-halides; the primary justification for using 

insulators to model a spacecraft surface lies in the fact that the surface probably is not a metal but a 

metal oxide. If one can understand the mechanisms responsible for excited particles above these 

comparatively simple materials, perhaps generalizations can be extended to more complex surfaces. 

II. Plausibility Argument 

The first step in showing that secondary electron excitation is a possible mechanism for space 

glow involves showing that the ground state neutrals needed are likely to be available and that 

indeed secondary electrons are likely to excite them. It is known that for alkali-halides ground state 

neutral particles surpass excited states or ions as the dominant means of erosion under UV, 

electron, ion, and neutral irradiation by at least two orders of magnitude.3 A likely mechanism for 

their desorption has been proposed which is to some extent independent of the irradiating species 
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as it only requires as a first step the production of excitons in the crystal.4 (The excitons become 

self trapped and then decay into an F center 11 center pair. The H center begins a focused collision 

sequence leading to halogen desoqMion; the F center defuses to the surface where it neutralizes an 

alkali ion leading to the emission of a neutral ground state alkali in thermal equalibrium with the 

surface.) In short one does not need to account for the presence of ground state particles in front 

of the shuttle surface; they will be there due to desorption from the metal oxide insulator surface 

under combined ultraviolet and atomic oxygen bombardment (or in fact any incident radiation with 

enough energy to produce excitons ). It has also been proposed that the yield of excited state 

alkalis from alkali halides under electron irradiation is due to secondary electron excitation.5 

Figure 1 shows the yield of excited Na 

Photon Stimulated Desorption 
Yield of Na* from NaCl 

500 

from uncleaned NaCl during ultraviolet 

irradiation as a function of incident photon 

energy.   The excited sodium in front of the 

surface was monitored by observing its 

deexcitation radiation with a McPherson 

218 spectrometer and photomultiplier tube. 

When these data are compared with 

secondary electron yields from NaCl under 

synchrotron irradiation over the same 

photon energy range (See R. Haensel, et 

al, Physical Review Letters, Vol. 23, No. 

10 (8 Sept 1969) pps. 530-532 for the photoelectron spectra.), it is immediately evident that the 

two curves have the same structure giving strong evidence for the excited Na being due to 

secondary electron excitation. Of course alternatively the two processes may be due to the photon 

35 40 45 
Photon Energy ( cV) 

Figure 1 : Yield of excited Na (denoted by 
Na*) from NaCl during irradiation by 30 - 
50 eV ultraviolet light 
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absorption following the same general 

structure as can be seen in the same 

reference. For further evidence that the 

excited Na emission is due to secondary 

electrons see reference 5 and for the 

opposing view see reference 6. 

The next important point to be made 

in support of secondary electron excitation 

is that the presence of oxygen would 

probably enhance the process. Figure 2 

shows secondary electron yield as a 

function of oxygen pressure for Ar+ 

incident on Ni. Note the strong 

enhancement of secondary electron yield as 

the pressure increases. If a corresponding 

process occurs for NaCl and assuming that 

the Na* is due to secondary electrons, one 

would expect the yield of Na* to increase 

as a function of partial pressure of oxygen. 

Figure 3 shows the yield of Na* as a 

function of oxygen pressure under 0-order 

synchrotron irradiation. Again the data 

were taken at the Synchrotron 
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Figure 2: Change in electron yield from nickel 
under argon bombardment as oxygen is introduced. 
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Radiation Center with the same geometry as described above. In these cases the sample was 

cleaned by heating to ~ 500 C. The data were then obtained by observing the deexcitation radiation 

while maintaining a given partial pressure of molecular oxygen and irradiating with 0-order 

synchrotron light. Each point represents net counts obtained by scanning the spectrometer 

across the Na D doublet. The important point is that the yield of Na* does increase as suggested. 

Here is a summary of the above discussion: 

* On alkali-halides ground state neutral desorption prevails. 

* On nickel the presence of O on the surface (due to dissociated O2) increases the 

yield of electrons under ion irradiation. 

* With NaCl the excited states seem to track the electron yield. 

* On NaCl the presence of oxygen increases the yield of Na* under UV irradiation. 

(Perhaps another case of the electron yield increasing due to the oxygen.) 

These observations by no means prove but at least make plausible the following sketch of glow in 

the low earth orbital environment: 

* Incident particles striking the shuttle adsorb and release energy to the surface. 

* By a somewhat radiation-independent mechanism based on the formation of 

excitons which then produce point defects, ground state neutral molecules are 

desorbed. 

* The presence of oxygen on the surface enhances the yield of electrons under UV 

and particle irradiation. 

* The electrons excite the desorbed ground state neutrals resulting in glow. 
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The above discussion is admittedly vague; for example, what ground state neutrals are 

excited ? Two candidates for the source of the glow are NO or N02.8 If enough of either exists in 

the shuttle bay to account for the glow; it merely needs an excitation mechanism. A proposed and 

possibly even correct mechanism is formation of excited NO or other molecules by recombination 

on the surface followed by desorption.9 If one takes secondary electron excitation into account, 

the molecule need not be excited prior to desorption. The NO (or almost any molecule you care to 

propose) could be excited into higher vibrational levels after desorption. This excitation 

mechanism would perhaps be termed a gas phase or even plasma process. T. G. Slanger 

{Geophysical Res. Lett., Vol. 13, No. 5, p. 431) has argued based on geometrical considerations 

that plasma processes are not a viable option. However, processes due to secondary electron 

excitation would be at least as directional as emission of excited states from the surface and perhaps 

more so due to the angular dependences of the ground state molecular emission and the secondary 

electron emission being folded together. 

This mechanism is in agreement with one other bit of data based on flight experiments, that 

is, the failure to find any correlation between erosion rates and glow intensity. Taking secondary 

electron excitation into account would imply that one should actually try to correlate the glow to the 

electron yield rather than the mass yield. If glow is indeed due primarily to secondary electron 

excitation then efforts to prevent it should concentrate on materials that have low secondary 

electron yields which can most likely be translated into high band gaps. Admittedly some data 

exist which would seem to contradict this. E. Murad (Physics of Space Plasmas, Vol. 6) reports 

that carbon cloth and anodized aluminum seem to glow less than the insulators MgF2 and 

polyethylene. However, we have not located sufficient data to make an accurate comparison of the 

electron yields from those materials. Also, with so much oxygen striking the surfaces under 
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consideration one has to wonder if the conductors are not actually converted to metal oxides. 

III. Experimental Description and Results 

The above considerations led us to propose the following experiment. Four alkali halide 

samples were irradiated with ultraviolet radiation from the Vanderbilt-SRC 6-meter TGM beamline 

at the University of Wisconsin's Synchrotron Radiation Center. Desorption of excited alkali atoms 

were monitored by detecting the deexcitation radiation with a McPherson 218 spectrometer and a 

photomultiplier tube. Simultaneously, photoelectrons were monitored by biasing a piece of 

stainless steel near the sample at 9 V and recording the resultant current with an electrometer and 

analog to digital converter. Since the excited state and photoelectron data were taken 

simultaneously, no normalization to incident photon flux was necessary.   Also, any doubt that 

differences in energy spectra might be due to sample history or improper energy calibration can be 

ruled out. It should also be pointed out that the data were reproducible for different counting 

times. 

Figure 4 shows both photoelectron yield and excited K yield from KC1 and KBr under UV 

irradiation. Both striking simularities and differences can be observed immediately. Toward the 

higher photon energies the spectra look remarkably similar; however, the electrons exhibit a 

pronounced peak at lower energies which is not so evident for the excited K. This difference at 

lower photon energy could be due to one or more of at least three possibilities. First, the 

photoelectrons may not have sufficent energy to cause excitation of K. Second, perhaps the 

incident photon energy is low enough that comparitively few ground state K atoms are emitted. 
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Figure 4 : Simultaneous yields of 

photoelectrons and excited K atoms 

from KCl and KBr under 10-30 

cV ultraviolet light irradiation. Units 

for electron and excited state yields 

are arbitrary. Excepting the large 

photoelectron peak at lower 

energies, the electron and excited 

state yields look very similar. 
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Finally, the excited K may not be due to the electrons at all in that energy regime. 

Further evidence that the photelectrons are not the only source of excited particles above 

alkali halide surfaces is shown in figure 5. Again both excited atom and photoelectrons were 

monitored simultaneously but this time for LiF and NaCl targets. The scans were taken across 

166 



peaks in the energy spectra that have been attributed to core exciton formation based on absorption 

studies.  Note that the plwtoclearon and the excited atom peaks are shifted slightly in energy. The 

shifts are admittedly small but reproduceable. If the excited states were being produced by electron 

excitation, the peaks would be in the same place. It is worth noting that if the data had not been 

taken simultaneously , the shifts would have gone unnoticed due to their small magnitude relative 

Excited.Na and Photoelcctron Yields from NaCl During Synchrotron Irradiation 

4000 
32.S 33.0 34.0 33.S 

Energy (eV) 

Excited Li and Photoclcclron Yields from LiF During Synchrotron Irradiation 
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Figure 5: Simultaneous yields of photoelectrons and excited alkali atoms from 

NaCl and LiF. Note that the electron and excited atom peaks are shifted in 

opposite directions for the two crystals, 

to the monochrometer resolution at the slit widths used. Furthermore, note that for LiF and NaCl 

the shifts are in opposite directions. This indicates that they are not due to some sort of systematic 
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error in the measurement technique as that would result in shifts in the same direction. These data 

indicate that in at least some cases the excited states and the electrons both result from processes 

that require as a precursor step the formation of core excitons. The shifts would then indicate that 

the excitons responsible are formed at either different depths relative to the crystal surface or 

perhaps at slightly different locations on the surface. 

IV. Conclusion 

At least for alkali halide crystals it can be concluded that while secondary electron emission 

is a plausible contributor to deexcitation radiation above surfaces, it is not the only source of 

radiation. Simultaneous yields of photoelectrons and excited particles under ultraviolet irradiation 

show enough similarities to indicate that photoelectrons are probably at least partially responsible 

for the excited state atom yield. However, sufficient differences exist to indicate that the electrons 

are not the only source. Rather indications are that the photoelectrons and the excited states emitted 

from alkali halide surfaces during irradiation by photons of the energies considered here may both 

be due to processes that first require the formation of core excitons. One cannot rule out the 

possibilty that many of the excited atoms are due to photoelectron excitation; however, one can 

with some certainty say that they are not the only source. In order to make a definitive statement 

one would also need to measure ground state yields simultaneusly. This is a much more difficult 

experiment as it requires the use of laser induced fluorescence to detect the ground states. As 

regards "space materials" all that that can be said at the moment is that while electron excitations 

should be considered as contributing to glow, based on experiments with "simple" materials there 

is no reason to expect that they are the only source. 
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Abstract: 

The fusion temperature (T^), the oxygen partial pressure (P02) during melting, and the 

quenching rate from T^ all influence the optical absorption around 245 nm in glassy Ge02-   The 

245 nm absorption was substantially reduced by exposure to UV radiation.   Recovery of the 

absorption occurred with thermal annealing.  These observations are consistent with the assumption 

that the defect responsible for the optical absorption is an oxygen vacancy.  The hypothesis of 

detrapping of the specie which bleaches the oxygen deficient absorption is consistent with the 

assignment of the trapped specie to be an electron or hole. 
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Introduction 

The optical absorption of glasses has been observed to be modified by UV radiation since the 

early work of Faraday' in 1824.  Similar phenomena have been observed in a number of glasses. 

The research reported here is concerned with the UV absorption in high purity GeC>2 glasses.   The 

UV absorption band at 245 nm (5.06 eV) was first reported by Garino-Canina^ who noted that 

increasing the glass fusion temperature increased the magnitude of the absorption.   He also used 

this absorption peak to monitor the diffusion of oxygen' in the GeC>2 glass at temperatures of 

approximately 400°C.   Cohen and Smith'* reported bleaching of the UV absorption at 244.5 nm by 

exposure to "UV radiation" in GeC>2 glasses whose preparation was inadequately described. The UV 

spectral data was extended to ~50 nm by the reflection measurements of Pajasova.    The glasses 

used for these measurements were prepared by differing melting techniques.    Subtle reflectivity 

differences are evident in these data.  To our view, these differences arise from preparation 

conditions. 

We have recently reexamined" Pajasova's results and conclude that the oxygen deficiency leads 

to spectral features related to those of metallic germanium.   Vergano and Uhlmann7 utilized the UV 

absorption of the 245 nm band to characterize the extent of nonstoichiometry in glasses whose 

crystallization behavior they were studying.   They noted that deviations in stoichiometry to the 

metal rich side of stoichiometry led to increases in crystallization rate which they attributed to 

decreases in viscosity.   Kordas et al°'" have shown that the intensity of two paramagnetic states 

observed in GeC>2 glasses is dependent upon the temperature, TA, at which their glass melts were 

equilibrated. 

Experimental Procedure 

Our glasses were prepared as previously described.      The glasses were melted and equilibrated 

at T^'s ranging from 1450 to 1650°C using electronic grade GeC>2 in 40 ml platinum crucibles.   The 

samples were cooled in the crucible at measured cooling rates of approximately 5°C/sec from T^ to 

400°C.   Samples with cooling rates from the T^ temperatures of 0.2°C/sec and approximately 

10"°C/sec were obtained by cooling the melt in the furnace by shutting off the furnace and by 

splat cooling, respectively.  The splat cooling was accomplished by heating a premelted glass with 

an oxygen-natural gas torch at temperatures T^~1700°C.   After a short period of time, a drop 

formed which then fell through a photocell activating two solenoid driven stainless-steel anvils. 

Samples prepared by this technique were disks approximately 2.5 cm in diameter and 0.5-1 mm 

thick.   Typical neutron activation analyses of glasses melted for this work are reported in refer- 

ence 10.   Samples were removed from the crucible by core drilling a cylinder from the crucible and 

slicing samples perpendicular to the axis of the resulting cylinder.   Samples were cut and polished 
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using petroleum lubricants with a final polishing abrasive of 0.25 micron diamond powder. Two 

samples were prepared for each measurement with thicknesses ranging from 100 to 300 microns. 

Sample thicknesses were measured to an accuracy of 10% in an optical microscope by noting the 

stage travel between focus on opposite surfaces, and correcting by the index of refraction (1.605). 

Optical measurements in the 350 nm (3.54 eV) to 200 nm (6.2 eV) range were made using a 

Cary 14 dual beam spectrometer with the thinner sample of the pair placed in the reference beam 

and the other in the sample beam.  This technique eliminated reflection losses which interfere with 

measurements of large absorption coefficients. 

Samples were bleached by exposure to radiation from a 400 watt quartz envelope low pressure 

mercury vapor lamp at a distance of approximately 5 cm from the lamp.   A high velocity air jet 

was directed at the sample during exposure so as to avoid heating of the sample during exposure. 

The measured intensity of UV radiation at the sample location averaged 1.7 milliwatts/cm2 during 

the exposures.   Thermal annealing was conducted in an air atmosphere furnace with temperature 

regulation of ±10°C. 

Results 

Figure 1 presents the absorption coefficients as a function of photon energy for T^ = 1650, 

1550, 1450, 1350, and 1200°C.   The 5.06-eV (245-nm) absorption band reported by Garino-Canina2»3 

and Cohen and Smitlv is clearly present in each of the glasses examined.  The complete absorption 

band in the T^ = 1650 and 1550°C samples is unresolved because of the high optical density in the 

region of the peak.  The peak of the 5.06-eV (245-nm) band is resolved in glasses with T^<1450°C. 

For these glasses, adequate response of the spectrometer was observed down to ~5.6 eV (215 nm) in 

agreement with previous work.3''*   We were able to calculate as reported*" previously the activation 

energy for this peak as 2.3 ±0.1 eV.  The 5.06 eV peak is seen to decrease with T^ for T^<1450°C 

and the low energy side is seen to decrease with decreasing T^ for all samples. 

Figure 2 shows the results of samples fused at 1650° and cooled at rates of 0.2 and 5°C and 

samples with fusion temperatures estimated at 1700 ±50°C which had cooling rates of approximately 

10°°C/sec.   While the data from the splat cooled samples has a large scatter, in all cases the 

absorption on the low energy side is greater than for samples cooled at lower rates. 

Figure 3 gives the results obtained from glasses with T^ = 1550°C equilibrated in atmospheres 

with P02 = 0.2 and 2.0 and glasses with T^ = 1450°C equilibrated in atmospheres P02 = 0.2 and 1.0. 

The effect of increasing oxygen partial pressure is to decrease the optical absorption associated 

with the 5.06 eV (245 nm) peak. 
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The optical absorption spectra of a glass fused and equilibrated at T^=1450°C for a series of 

exposures to UV radiation are shown in Figure 4.   The unirradiated spectra displays the prominent 

absorption peak at 245 nm (5.06 eV) which is substantially identical to the peak in Figure 1 for T^ 

= 1450°C.   Exposure of this glass to UV radiation for times up to 31.2 days (76 joules/cmz) leads 

to a substantial depression of the 245 nm absorption.   Subsequent exposure up to 94.1 days (230 

joules/cm2) leads to no subsequent detectable decrease. Hence the bleaching process saturates 

without complete removal of the shoulder on absorption bands at lower wavelength.   Similar 

responses were observed in the glasses prepared with T^'s of 1550 and 1650°C. 

The absorption spectra were fitted by assuming that the 245 peak is Gaussian in shape and the 

absorption at lower wavelengths is fitted by the  exponential (Ae"Bx).  This function is that 

appropriate for an absorption edge, i. e. band to band transition.   The resulting Gaussian equation, 

describing the 245 nm band, was then reduced using Samakula's equation and the assumption that 

the oscillator strength is unity to give a defect concentration responsible for the observed absorp- 

tion.   These defect concentrations as a function of UV exposure are plotted as a function of log 

UV exposure in Figure 2.   Assuming that In n = a In t, the slope decreases monotonically with 

increasing T^.   The slope of the defect concentration in the T^ = 1450°C glass has a much larger 

slope than the corresponding T^=1550 or 1650°C glasses.   The probable error, resulting from the 

spectroscopy measurement errors propagated through the above described data reduction technique 

are largest in the data for the T^=1650°C glass.   The typical error for that case is shown on the 

1650°C data.   The saturation of the optical absorption with UV exposure is evident at the largest 

dose in the 1450 and 1550°C glasses.   A decrease is observable in the T^ = 1650°C glass although 

the errors are large compared to the decrease in n after the largest exposure time.   The data for 

the T^=1450 and 1550°C glasses indicate that the bleaching process is completed for the longest 

exposure time. 

The effect of isochronal anneals of glasses exposed to saturation UV dose is to increase the 

intensity of the 245 nm absorption band.   The concentration of the defect responsible for the 245 

nm band grows with thermal anneals as is shown in Figure 3.   Assuming that In n/n0 oc 1/kT the 

slope   of the concentration versus isochronal annealing temperature is greatest for the T^=1450°C 

and decreases with increasing T^.   The concentration of defects present in the unirradiated glasses 

are shown as an asymptote in each case.   The concentration of defects after annealing is less than 

the initial concentration for annealing temperatures up to 300°C.   The cumulative annealing time 

for a sample annealed at 300 C was 15 hours.   Diffusion of oxygen into the sample during annealing 

may have occurred.   This diffusion produces an irreversible decrease in intensity of the 245 nm 

band as described by Garino-Canina. 

174 



Discussion 

From the behavior of the 245 nm band with T^ and partial pressure of oxygen over the melt 

liquid, we have previously concluded that an oxygen vacancy complex is responsible for this band. 

The behavior of this oxygen defect was determined to be more complex than a simple oxygen 

vacancy.   The concentrations of defects calculated using Samakula's equation were found to exhibit 

Arrhenius behavior with T^.   The lower T^ and higher oxygen vapor pressure result in smaller 

numbers of oxygen vacancies.   Hence the strength of this 245 nm absorption can be controlled by 

T^ and P02-   In addition the quenching rate also has a marked effect on the 245 nm absorption. 

Increasing the quench rate succeeds in quenching in concentration more characteristic of the T&. 

However, no cooling rate will preserve the vacancy concentration characteristic of TA.  The fact 

that samples with a range of T^ can be quenched to room temperature at constant rate and 

subsequently display concentrations which are Arrhenius with T^ indicates that a constant fraction 

of these defects was quenched in each sample. 

The bleaching or reduction in the intensity of the 245 nm absorption peak shown in Figure 4 

indicates that the UV radiation is either populating or depopulating an electronic state associated 

with oxygen deficient sites in the glass.  This bleaching response is evident in glasses equilibrated 

at 1450, 1550 and 1650°C. 

Results of observations of the bleaching measurements on each of the glasses are summarized 

in Figure 5 which displays the logarithm of the absorption center concentration as a function of 

bleaching time.   The absorption center concentration as a function of bleaching time for the 1450°C 

glass appears to fall with UV exposure at a faster rate than the glasses equilibrated at 1550 or 

1650°C.   This more rapid decrease may arise from differing bleaching kinetics or from the fact that 

the 1450°C glass is more transparent to the UV radiation as seen from Figure 1 thus permitting a 

larger fraction of the absorbing sites to be activated. We have not been successful in modeling the 

phenomena to distinguish between these two possible explanations because of the polychromatic 

light used in the experiments. 

The isochronal annealing results of bleached samples shown in Figure 6 indicate that the 

concentration of defect sites responsible for the 245 nm absorption has undergone approximately 

1/e of its annealing at temperatures of approximately 180°C.   This suggests that kT at 180°C or 

-0.04 eV is the approximate height of the barrier between the bleached and unbleached state.   We 

suggest that a charge is excited by UV radiation from an unidentified site within the glass and is 

trapped at the oxygen deficient site.   This trapping reduces the absorption at 245 nm.   Subsequent 

annealing processes thermally detrap this charge and it diffuses back to its original position. 

We have examined the normalized thermal annealing process for each of the three glasses and, 

after normalization, the behavior of each of the glasses is identical within experimental error 

175 



limits.   The barrier height determined by assuming a constant rate of heating (actually a series of 

isochronal anneals at incremental increasing temperatures) and a delta function distribution of traps 

is 0.044 eV.11   This indicates that the thermal detrapping process, for glasses equilibrated during 

melting at differing temperatures T^, is identical with a barrier height of 0.044 eV.   Thus we 

conclude that similar defect sites are involved in thermal removal of bleaching in all three glasses. 

The process which gives rise to the rate determining step in thermal annealing of the 

bleached defect appears to be electronic because of its low activation energy.  The activation 

energy for oxygen diffusion in these glasses has been determined to be 1-1.2 eVJ'lz thus the 

bleaching process does not involve oxygen diffusion. 

Conclusions: 

1. The T^, atmosphere P02 and quenching rate dependencies of the 5.06 eV (245 nm) absorption 

peak in GeC>2 glasses are consistent with an oxygen vacancy or complex of vacancies causing the 

absorption. 

2. Thermal detrapping of the specie which bleaches the oxygen deficient absorption center at 245 

nm in GeC>2 glasses indicates that the trap depth is 0.044 eV. 

3. The activation energy for detrapping suggests that the trapped specie is an electron or hole. 
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Figure 1.   Linear absorption coefficient in 
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Figure 2.   Linear absorption coefficient vs 
photon energy for GeC>2 glass of TA = 
1650°C, P02 = 0.2 atm cooled at different 
rates as noted. 
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in 1:2:3 High Temperature Polycrystalline Superconductors 
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Quantitative microscopy techniques were used to characterize the 
microstructures of samples of varying grain sizes.  The measured 
critical current densities, Jc, were found to rise linearly with 
1/d (d = median grain diameter).  This effect of grain size on 
the critical current density is modeled as a percolation-type 
process.  The percolation pathway is composed of weakly-linked, 
Josephson-coupled grains. 

I. INTRODUCTION 

Bednorz and Müller1 inspired an unprecedented number of 

reports on high temperature superconductor (HTSC) materials. 

This paper focusses on the relationship between critical current 

and microstructure of the 123, Y-Ba-Cu HTSC materials. 

The physical picture of polycrystalline ceramic superconduc- 

tors is one of good superconducting grains separated by weak 

links.  Although the cause of these weak links is not well 

understood, the general consensus is that they are intergranular 

Josephson junctions.  These weak links limit the critical current 

density, Jc, in the polycrystalline materials.  This limit on Jc 

is a major problem in fabricating devices from these materials. 

There are several reports in the literature which report increas- 

ing Jc by melt-textured growth
2, grain alignment3 and improving 

the chemical purity of the material*. 

Larbelieuter, et al.5, have shown from magnetic data that 

the current flow in their material follows a very tortuous path. 
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This indicates a large amount of decoupling of good superconduct- 

ing region and thus a percolation controlled conduction process. 

Critical current and grain size data from the literature are 

difficult to compare due to the differing processing conditions 

and measurement techniques.  There are reports in the literature 

that decreasing grain size results in increasing critical cur- 

rent. Nakahara, et al.6, found that smaller grain size leads to 

increasing Jc, however, they changed sintering conditions to 

achieve grain size variation.  Chiang, et al.7, reported increas- 

ing Jc with decreasing grain size but used different powder 

processing and sintering conditions.  It is thus difficult to 

compare the reported critical current densities with respect to 

grain size because in each case other processing parameters were 

also changed.  The objective of this paper is to determine the 

relationship between critical current and grain size while 

maintaining other processing variables constant. 

II. EXPERIMENTAL PROCEDURE 

Samples of YBa2Cu3Og_x superconductors were prepared by mixing 

stoichiometric amounts of the starting materials1 BaC03, CuO, and 

Y203 and calcining in air at 950°C for 24 hrs.  The mixture was 

ground and calcined three times.  After the third grinding the 

powder was separated according to particle size using sieves with 

openings of 150 ^m, 75 pm, and 38 /m.  The different size powders 

^CS Reagent Grade Materials. 
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were then each pressed into pellets at a pressure of 4500 psi and 

sintered in an oxygen atmosphere at 955°C for 20 hrs. 

Samples were cut, weighed, coated with paraffin and reweigh- 

ed.  Archimedes density measurements were preformed on these 

samples using water with a wetting agent to minimize the forma- 

tion of bubbles on the samples. 

Samples were cut, mounted and polished for examination in 

the SEM.  Quantitative microscopy was preformed on scanning 

electron micrographs taken of the samples at a magnification of 

350X.  The average grain size was determined by measuring the 

maximum dimension of at least 70 grains and then determining the 

mean and standard deviation.  The median grain size was deter- 

mined by plotting the distribution of these measured grain sizes 

for each sample.  The grain boundary surface area per unit 

volume, Sv, was determined by the linear intercept technique.
8 

Conductivity measurements were made using the four probe 

method and a closed cycle helium refrigerator unit with tempera- 

ture controller.  The transition temperature ranges were deter- 

mined using the 10%-90% method.5 

Critical current measurements were made on samples which 

were mounted on alumina substrates and necked.  Indium electrodes 

were applied to the sample and the four probe technique was used. 

Critical current measurements were made while samples were 

immersed in a liquid nitrogen bath.  The measured current did not 

exceed 2 amps and there was no evidence of joule heating.  The 

superconductivity criterion was dictated by the 10 /zV sensitivity 

of the voltmeter that was used. 

181 



III. RESULTS 

The results of the critical current measurements, grain 

size, transition temperature and density measurements made in 

this work are presented in Table 1.  The transition temperature 

breadth, ATC, were measured and observed to be approximately 3 K 

in all samples. Transition temperatures for the material as 

prepared were 93 K ± 4 K. The densities of the samples fell in 

the range 4.02 g/cm3 to 4.40 g/cm3 which is 64% to 70% of the 

theoretical density.  The measured grain size distributions are 

presented in Figures la to 3a.  The grain size distribution for 

the smallest grain size sample is much tighter than is that of 

the coarser samples.  Samples sintered from powders where d < 38 

^m and 38 ^m < d < 75 ^m show grains which are greater than the 

original powder size thus evincing grain growth during sintering. 

Representative scanning electron micrographs of the three types 

of samples examined are presented in Figures lb to 3b. 

The critical current measurement results as a function of 

1/d3 (d = median grain diameter) are shown in Figure 4 for sam- 

ples employing identical processing variables but differing 

particle size.  The critical current results of Jin, et al.2, who 

used similar processing conditions and reported a grain sizes 

between 5 A«m and 10 jin are plotted in Figure 5 with our results. 

These plots strongly suggest a Jc « 1/d
3 relationship. 

The successful application of quantitative microscopy 

techniques to determine particle sizes requires an assumption 

(commonly spherical) of the grain shape.  If the shape changed 

182 



among the samples employed here then the relationship of grain 

boundary area to grain diameter would necessarily change.  The 

measured grain boundary area as a function of grain diameter 

cubed is plotted in Figure 6.  The linearity of this plot is 

evidence that the grain shape does not change amongst the samples 

examined. 

IV. Discussion 

A number of other reports2,3,7 of increasing critical current 

with decreasing grain size have appeared but these results not 

been obtained from samples prepared with identical thermal 

processing.  We have achieved a limited range of grain sizes 

while maintaining equivalent processing as Table 1 indicates. 

Jin, et al.2, reported critical current measurements on samples 

prepared by a technique similar to ours and these results fit the 

Jc oc l/d3 relationship established by our results. 

The electronic behavior of granular superconductors has been 

successfully modeled as a percolation process.9 Hence, it seems 

appropriate to model the behavior of the polycrystalline ceramic 

superconducting materials in a similar manner.  Larbalestier, et 

al.9, have concluded that, "the grains or subsection of the 

grains are almost totally decoupled from each other", based upon 

magnetic measurements.  They continue, "In a percolation model, 

the critical current, Ic, is determined entirely by a very small, 

good quality contact". 
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Bulk superconductivity, as determined by a resistance 

measurement, requires that the current flow intergranularly as 

well as intragranularly.  Our observations suggest that addition- 

al pathways, arising from additional grains present, result in a 

higher number of superconducting pathways thus permitting a 

higher critical current.  This observation suggests a percolation 

process in a network of good superconducting grains connected by 

weak links. The current will be limited by the establishment of 

a cluster of size' sufficient to span the distance between the 

electrodes. This cluster will consist of a series of weak links 

of varying strength depending on the quality of the contacts 

(i.e., contact area, distance between grains, crystallographic 

mismatch, etc).  The current carrying capacity of a path will 

depend on the weakest of the weak links.  As the number grains 

per unit volume is increased, two things happen.  The surface 

area available to form good contacts between adjacent grains 

increases thus increasing the probability of creating a path of 

maximum strength weak links.  Second, an increase in the number 

of grains increases the probability that a pathway of maximum 

strength weak links exists by allowing more possible paths. 

Clem, et al.10, have given the following expression for the 

critical current density, Jc/ due to tunneling between grains for 

the weak links of the Josephson junction type: 

Jc = J0 = I0/A and I0(T) = [WA
2(T)]/[4eR„kBTc] 

where A is the cross sectional area of the grain, I0 is the 
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Ambegaokar-Baratoff11 expression for the critical current near Tc, 

A(T) is the temperature-dependent gap parameter, R,, is the nor- 

mal-state tunneling resistance of a junction, and kB is the 

Boltzmann constant. The maximum current will depend on the 

weakest of the links in a connected cluster.  The more grains per 

unit volume the greater the probability of a quality contact at 

the weakest link. This corresponds to a lower value of R„ and 

,therefore, a larger value of Jc in the above equation.  It is 

not surprising that Jc scales with surface area and the number of 

grains per unit volume.  Because of this observation, and the 

greater total surface area for increased contact, we would expect 

the limit of the increase in Jc to be determined by the intra- 

crystal film material. The percolation model will fail when the 

size of the grain approaches the coherence length. As we in- 

crease the number of possible paths in the cluster we expect the 

probability of achieving this pathway to increase. 

V. CONCLUSIONS 

1. Critical current density is increased with decreasing grain 

size with a functional relationship of Jc a l/d
3 where d is 

the median grain diameter. 

2. A percolation model can describe the physical behavior of 

critical current and grain size. 

3. The percolation model predicts an increasing critical current 

with decreasing grain size until grain size is on the order 

of the coherence length. 
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Figure 2. (a) SEM micrograph of sample sintered from powder 
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Table l. Summary of Results 

Grain Size 
Archimedes 

Density 
Powder    Median   Mean    an_1     sv       lc      p 

(/im)      (Mm)     (Mm)    (pm)  (cm
2/cm3)  (A/cm2)  (g/cm3) 

d < 38 20.5 23.0 10.2 492 57.0 4.02 
45 < d < 75 26.5 32.1 19.2 356 36.5 4.40 
75 < d < 150   29.5     39.0    24.8     274      14.0    4.32 
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ION IMPLANTATION MODIFICATION OF 
THE SURFACE REGION OF SILICA 

G. Whichard, R. A. Weeks, and J. D. Stark 
Vanderbilt University, Nashville, TN 37235 

ABSTRACT 
Transition metal ions (Ti+, Cr+, Mn+, and Fe+) were implanted into high 

purity silica to modify the magnetic and optical properties of the surface 
region.  The refractive index of the surface region increases with increasing 
ion implantation dose.  Optical absorption bands, due to radiation damage, are 
superimposed on the low energy tail of an absorption band.  The electron 
paramagnetic resonance (EPR) spectra show vastly different magnetic 
characteristics as a function of transition metal ion specie.  The EPR studies 
also indicate that the ion modified surface region contains a mixture of 
magnetic phases. 

INTRODUCTION        \ 
Ion implantation is a materials processing technique that can be used to 

modify the surface region of glasses by varying the chemical composition and 
creating structural changes in the substrate surface [1,2,3] for applications 
such as integrated optics, waveguides, and coatings [4].  Ion implantation 
provides for control of the dopant concentration and thickness of the ion 
modified surface region.  Ion implantation into high purity silica substrates 
reduces the interference from impurities, thus, the modification of the 
surface is attributed to the implanted ions only.  Transition metal ions were 
selected for implantation because of the interesting optical and magnetic 
properties that result from elements with less than full 3d electronic shells 
[2,5].  The data summarized shows that the ion modified surface region 
produced by transition metal ion implantation into amorphous silica substrates 
are novel materials. 

PROCEDURE 
Ti, Cr, Mn, and Fe ions, in the +1 charge state, were implanted at 160 

keV and 4 /iA/cm2, into high purity amorphous silica (Spectrosil) substrates to 
doses ranging from 0.5 x 1016 to 6 x 1016 ions/cm2. 

The depth profiles of the implanted ions were measured by ion 
backscattering techniques using a 2 MeV *He+ incident ion beam.  The sample 
surface was at normal incidence to the probing AHe+ ion beam and the detector 
was placed at an angle of 165°. 

Electron paramagnetic resonance (EPR) spectra of the transition metal 
ion implanted samples were measured at 9.75 GHz.  The spectra were recorded at 
various orientations of the implanted surface with respect to the applied 
magnetic field and over a temperature range from 500 K to 9 K. 

Optical spectra were measured between 1.0 eV and 6.5 eV in a double beam 
spectrophotometer.  Reflection losses and substrate absorption were 
compensated for by placing a virgin substrate in the reference beam. 

Ellipsometry, which is a technique that analyzes the change in phase and 
ellipticity of light reflected from a film-substrate interface [6], was used 
to measure the refractive index and thickness of the ion modified surface 
layer.  Ellipsometric data was measured using a wavelength of 632.8 nm and a 
50° angle of incidence.  lhe  data was analyzed using a computer program 
developed by the National Bureau of Standards [7] and assuming the refractive 
index of the modified sunace layer was constant.  This model is labeled the 
"single layer model" [8]. 

190 



RESULTS 
A schematic of a sample containing an ion modified surface region is 

shown in figure 1.  The implanted transition metal ion depth profiles, 
determined by ion backscattering techniques, are independent, within 
experimental error, of each ion specie.  The depth profiles are Gaussian in 
shape with a full width at half maximum (FWHM) of approximately 0.14 pm.  The 
maximum ion concentration is 0.11 + 0.01 /im from the surface for all samples. 

Electron Paramagnetic Resonance (EPR) spectra of the samples exhibit 
different magnetic characteristics as a function of ion specie.  Figure 2 
compares the intensities of the EPR signal, at room temperature, for Cr, Mn, 
and Fe samples implanted with a dose of 6 X 1016 ions/cm2.  The Fe signal is 
approximately 40 times greater than the Mn signal and no signal from implanted 
Cr ions is observed.  A sample implanted with titanium, to a dose of 6 x 1016 

ions/cm2, exhibits an intense E' signal superimposed on the Ti spectrum as 
shown in figure 3.  The E' signal can be resolved in the Fe, Mn, and Cr 
implanted samples but not with spectrometer parameters similar to those used 
in figure 3.  Manganese implanted samples contain spectral components 
associated with the implanted Mn ions and the E' center.  The temperature 
dependence of the resonance field, line width, and signal intensity is shown 
in figure 5 for a Mn implanted sample, and in figure 6 for an Fe implanted 
sample.  The Fe implanted samples contain an E' center spectral component and 
an orientation dependent signal due to the implanted ion.  Only the E' center 
spectrum has been observed in the Cr implanted samples. 

The optical absorption spectra of the Cr, Mn and Fe implanted samples, 
measured over an energy range of 1.0 eV to 6.5 eV, have three absorption 
features resolved at energies greater than 2.5 eV.  These absorption features 
are a band at 5.0 eV, an inflection at 5.8 eV, and the low energy tail of an 
absorption band centered at approximately 7.15 eV. 

The refractive indices of the Cr, Mn, and Fe modified surface layers, as 
measured by ellipsometric techniques, are plotted in figure 6 as a function of 
implantation dose [8].  Although the small changes in the refractive indices 
of the samples, at doses less than 3 X 1016 ions/cm2 are within the magnitude 
of the experimental error, the refractive indices tend to increase with 
increasing implantation dose for these samples.  The Ti implanted samples show 
a slight decrease in refractive index at lower doses and a slight increase in 
the refractive index at the higher doses [9].  The ellipsometric thickness of 
the modified surface layers is 0.14 + 0.01 /im.  This thickness, based on the 
single layer model is the same within experimental error for all ions and 
doses studied. 

DISCUSSION 
The backscattering profiles of the implanted ions are Gaussian in shape. 

The depth of maximum ion concentration and the FWHM are equal, within 
experimental error, for each ion specie. 

The only EPR signal observed in the Cr implanted samples is the 
radiation induced E' damage center.  Line broadening and saturation behavior 
of the E' signal indicates a spin interaction between the E' center and the 
implanted Cr ions.  The implanted Cr ions do not exhibit an EPR signal, 
however a Cr3+ EPR signal is reported in glasses doped with Cr203 [10]. 

The EPR spectra of the Ti implanted sample contains two components, a 
line broadened signal attributed to the implanted ion and an E' center signal. 
The intensity ratio of the E' signal to the Ti signal is much greater than the 
ratio of the E' signal to the Mn and Fe signal intensities in samples 
implanted with equal doses. 

The Mn EPR signal is independent of the orientation of the implanted 
surface with respect to the laboratory magnetic field indicating the absence 
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of long range magnetic order.  The behavior of the Mn EPR signal, as a 
function of temperature in ion implanted silica, is similar to the behavior 
reported for spin glasses [11,12,13].  This indicates that implantation of Mn 
in silica produces a spin glass structure. 

The Fe EPR signal varies with the orientation of the implanted surface 
with respect to the laboratory magnetic field, as observed in previous studies 
[1,14].  This angular anisotropy indicates the presence of long range magnetic 
order in the plane of the sample surface.  This long range ordering increases 
with decreasing temperature. 

The EPR signals discussed above account for only a small fraction of the 
total number of implanted ions.  The temperature dependence of the Mn and Fe 
EPR signals do not follow a Boltzmann distribution for paramagnetic systems. 
The rate of increase in the signal intensities, with implantation dose, is 
greater than expected for a paramagnetic system, indicating the presence of 
short range magnetic interactions.  An order of magnitude greater rate of 
increase in the EPR signal intensity with dose is observed in the Fe samples 
as compared to the Mn samples and is attributed to the long range interactions 
which are present in the Fe samples and absent in the Mn samples.  The 
implanted Cr ions, and the major fraction of the Mn ions not observed in the 
spin glass state, may contain randomly oriented spins, without long range 
interactions, that are in another magnetic state, i.e. speromagnetic [11]. 

The optical absorption, measured as extinction coefficient, is related 
to the number of ions implanted per cm2.  The absorptions for each sample are 
not proportional to the implantation dose, however, the optical absorption 
spectra for a given dose are similar in shape for all ion species.  This 
similarity in shape, combined with the lack of absorption between 1.0 eV and 
2.5 eV, suggests that the absorption spectra are due primarily to radiation 
damage effects.  Previous work [15], on ion implantation, has characterized 
five distinct absorption bands in the 2 eV to 6.5 eV range attributed to 
radiation damage; the three presently observed bands at 5.0 eV, 5.8 eV, and 
7.15 eV and two additional bands at 4.8 eV and 5.3 eV.  Using these five 
bands, with FWHM and peak positions fixed, and allowing only the peak 
amplitude to vary, a good fit to the measured optical spectra of the Cr, Mn, 
and Fe ion implanted silica samples is obtained at all doses.  This fit is 
shown in figure 7 for a Cr implanted sample.  The intensities of the five 
bands necessary for a good fit to the data vary with ion specie and dose. 

The refractive indices of the Cr, Mn, and Fe ion implanted surface 
regions increase with increasing implantation dose for each ion specie.  For 
an implantation dose of 6 X 1016 ions/cm2 the magnitude of the refractive 
index increases with increasing atomic mass of the implanted ion.  The 
behavior of the refractive index of the Ti implanted samples, as compared to 
the Cr, Mn, and Fe implanted samples, may result from a greater difference in 
atomic radius and electronic structure [9].  The thickness of the implanted 
layer determined by ellipsometry is consistent with that obtained by 
backscattering techniques.  A single layer model, which assumes a constant ion 
concentration from the surface to the ellipsometric depth, was developed to 
represent the ion modified surface region.  The single layer model is a good 
approximation of the ion implanted region in that the total number of ions in 
the single layer model is,within 10% of the total number of implanted ions 
measured by ion backscattering [8].  The ion modified surface region is 
actually more complex than a single layer because the concentration of the 
implanted ion changes with depth from the surface and the radiation induced 
damage varies with depth.  Refractive index changes of 2% in ion implanted 
silica have been associated with radiation induced network damage [15,16,17,]. 
The magnitude of the refractive index changes due to the implanted transition 
metal ions indicate an ion contribution in addition to the refractive index 
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change due to the radiation damage. 

CONCLUSIONS 
The implantation of Ti+, Cr+, Mn+, and Fe+ ions into high purity silica 

results in a modified surface layer with optical and magnetic properties 
different from those produced by introducing the ions by other methods. 

The depth profiles of the Ti, Cr, Mn, and Fe ion implanted silica show 
that the implanted ion distribution is essentially the same for each ion 
specie. 

The intensities of the absorption bands in the optical spectra of the 
samples studied are not linearly related to the implantation dose.  The same 
bands are observed in each implanted sample but their relative intensities are 
ion specific. 

The refractive index of the ion modified surface layer increases with 
increasing implantation dose for implanted Cr, Mn, and Fe ions.  The 
refractive index change with increasing implantation dose is related to the 
atomic mass of the implanted ion [8]. 

The different magnetic behaviors of the Ti+, Cr+, Mn+, and Fe+ ion 
implanted surface regions are a result of the different magnetic interactions 
associated with the implanted species. A fraction of the implanted Mn ions 
are in a spin glass state.  Some of the implanted Fe ions are in both an 
ordered planar structure and a ferromagnetic phase.  The remainder of the 
implanted Mn and Fe ions, and possibly all of the Cr ions are in a 
speromagnetic state.  The surface region of high purity silica modified by 
transition metal ion implantation contains mixed magnetic systems. 
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Figure 1.   Schematic of an amorphous silica substrate with an ion 
implantation modified surface layer.  The concentration profiles of the 
implanted ions are approximately Gaussian with depth. 
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Figure 2.  Comparison of the intensities of the EPR signals, at room 
temperature, for silica implanted with Fe, Mn, and Cr ions to a dose of 6 x 
1616 ions/cm2.  The data scale for the Mn sample is a factor of 10 greater 
than the Fe scale, and the Cr scale is larger than the Fe scale by a factor 
of 100. 
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Figure 3.  The EPR spectrum of a sample implanted with 6 x 1016 Ti+ ions/cm2. 
The broad spectral component is due to the implanted ion and the sharp 
spectral component is the E' center. 
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TEMPERATURE DEPENDENCE'OF Mn EPR  SIGNAL 
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Figure 4.   The temperature dependence of the resonance field, line width, and 
relative intensity of a silica sample implanted with 6 x 10  Mn ions/cm1 
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TEMPERATURE DEPENDENCE OF Fe EPR SIGNAL 
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Figure 5.   The temperature dependence of the resonance field, line width, and 
relative intensity of a silica sample implanted with 6 x 1015 Fe+ ions/cm2. An 
orientation of 180° corresponds to the implanted surface perpendicular to the 
laboratory magnetic field and 90° corresponds to the implanted surface 
parallel to the laboratory field.  The relative error in the measurements is 
approximately the magnitude of the data symbols. 
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REFRACTIVE  INDEX 
TRANSITION  METAL   ION  IMPLANTED  SILICA 

1.60 

0 2 4 6 
Dose     (X 101B ions/cm2) 

8 

Figure 6.  The refractive index of the ion modified surface, measured by 
ellipsometry, as a function of the implantation dose. 
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Fieure 7 Comparison of a computer fitted spectrum with a measured optical 
absorption spectrum. The FWHM and peak positions of the spectral components 
are fixed.  The peak amplitudes are varied to match the measured data. 
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We present first measurements of CN excited neutral molecules desorbed from KC1 surfaces. 
We have observed CN B2X+ -»x2£+ 0-0,0-1, and 1-1 transitions. The energy dependent 
yields of CN transitions vary markedly with that observed from CN" center fluorescence 
yields. This opens strong experimental and theoretical interest in the relationship between 
CN- center fluorescence, which exists in KC1 bulk, and CN neutral desorption, which may 
represent the diffusion of the CN" center diffusion to the surface. A theoretical analysis 
based on the idea that the CN desorption yield comes from the energy primarily deposited on 
the surface and the CN- fluorescence yield comes from the energy primarily deposited in the 
bulk shows generally trends similar to the CN and CN" energy dependent yields. We have 
scanned CN B2£+ -» X2S+ 0-0 and 1-1 transitions with high resolution. The profiles of 
the transitions are definitely different from the transitions observed in gas phase CN. This 
change may represent the interaction between the surface and the molecule. 

1. Introduction 

Bombardment of alkali halides by energetic beams of electrons or photons have been 
observed to result in the emission of optical radiation from excited molecules and atoms 
desorbed from single crystal surfaces and from excited CN" centers in the bulk. The 
investigation of the interaction processes involves three basic interests: (a) the mechanisms 
responsible for these desorptions, (b) transformation and competition of incident energy 
between surface and bulk excitations, (c) and the relationship of the surface desorption and 
bulk diffusion processes. 

Molecular desorption from alkali halide surfaces is a powerful tool in the investigation of 
the interaction between the surfaces and molecules. The most remarkable aspect is that diatomic 
molecules can provide detailed information since they include electronic, vibrational and 
rotational transitions. By investigating the difference of emissions from molecules desorbed 
from surfaces in excited states and that of gas-phase studies, we can directly get surface 
information. For example, from the change of band distrbutions of OH desorbed from surfaces 
we may learn the change of the surface state population [1]. The CN neutral molecule 
desorption is of special interest since it might have a connection with the CN" center, which 
exists in the bulk. If the surface CN comes from the reneutralization of the CN" center diffused 
from bulk to surface, we can investigate the competition process of incident energy between 
CN" diffusion and CN- center radiation. 

This paper is the first report of CN neutral desorption from KC1 surfaces. We have 

observed CN B2Z+ -> X2Z+ 0-0, 0-1 and 1-1 transitions. We have measured its energy 
dependence which is different from that measured from CN" center optical emissions. We have 
scanned the 0-0 transition with high resolution and found that the profile is definitely different 
from the transition of gas phase CN. 
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2. Experimental Setup 

The experimental setup as shown in Fig.l consists of a UHV chamber with a base 

pressure of 6.5x10"* *T. An electron gun was use to create the incident beam in the energy 
range 6 eV to 300 eV.A potassium chloride (KC1) crystal, cleaved in air and cleaned by heating 
to 400°C in vacuum, was mounted with the (100) face normal to the electron beam. A 0.3 meter 
scanning monochromator with 1200/mm and 2400/mm grating is used to collect photons at 90 
to the beam direction. The spectrometer is driven by a stepping motor from a CAMAC crate 
attached to a Macintosh computer. 

Figure 1 

Experimental Setup 

UHV chamber 

Grating Spectrometer 
connected to computer 
via CAM AC crate 

Gas 
Source 

Leak Valve 

Fig. 1 Experimental Setup 

3. Results 

3-1. Identification of spectra Three general classes of emitted radiation are found: (a) 
molecular radiation from desorbed molecules, such as CN excited neutral and OH excited 
neutral radiations; (b) discrete line radiation from desorbed atoms, for example the hydrogen 
Balmer lines and the line of potassium; (c) broadband optical radiation arising from the solid, 
for example radiation band of CN" center and the KC1 bulk luminescence. The methods for the 
identification of spectra are comparing the electronic, vibrational and rotational structure with 
that identified in gas phase studies, e.g. wavelength positions and Franck-Condon factors. In 
this experiment, we observed the following transitions as numbered in Fig. 2: 

1) CN" electronic transition [2], 
OH A2£+->X2n 0-0 transition in first order, 2) 

3) 

4) 

CN neutral   B2£->X2Ii 0-0 transition, 

CN neutral   B2E-»X2n 0-1 transition, 
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5) Hydrogen Balmer ß transition, 
6) CN" electronic transition in second order, 

7) OH A2£+->X2n 0-0 transition in second order, 

8) Hydrogen Balmer a transition, and 
9) K   transition. 
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Fig. 2 Optical Emission from KC1 under electron beam irradiation 

Fig. 3 shows emissions of CN neutral B2L -» X2n 0-0, 0-1 and 1-1 transitions. 
r-1000 

0-0 

3000 

bi 
CO 

?5  r-500 

36ÖO      3W 

.0-1 

"rrV-l 
4000 4200 

WAVELENGTH(A) 

fei 
5" 

0 u 

2000- 

1000 

3850  3860    3870   3880   3890 3900 

WAVELENGTII(A) 

15      20      25 

Fig.3 (a)  B2z -> X2n 0-0, 0-1 Emission, (b) ß2z -> X2n 0-0, 1-1 Emission 

When aligning optics to both bulk and near surface region, we observed radiation from 
molecules and atoms plus solid radiation. When aligning optics just to the bulk region, we only 
observed CN" center radiation and the KC1 bulk luminescence. This suggests that CN neutral 
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radiation comes from the surface, like the well-known hydrogen Balmer lines, OH molecule and 
potassium radiations. 

3-2 CN neutral / CN" Energy Dependence We started at 70 eV since at lower incident electron 
energies the KCl crystal may exhibit effects attributed to charging. Fig.4 demonstrates relative 
photon yields at different incident energies of electrons with the z-axis corresponding to counts, 
y-axis corresponding to energy of electron beam and the x-axis corresponding to wavelength. 
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The 3883Ä peak and 4216Ä peak are CN B2E+ -» X2E+ 0-0, 0-1 emissions respectiviely. 

Fig.5 shows CN B2Z+ -» X2L+ 0-0 and CN" fluorescence energy dependences, which are 
the normalized to incident electron beam current. It shows that CN neutral yield dominants at 

lower energies and CN" fluorescence is dominant at higher energies. The CN B2E+ -> X2E+ 

0-1 radiation has the same result as 0-0 radiation. This dramatic inverse relation suggests that at 
lower energy the competition probability of CN" center diffusion is bigger than CN" center 
optical radiation, then the CN" centers diffuse to the surface and are reneutralized to form CN 
excited neutral. 

3-3 High Resolution Spectrum The Fig.6 shows the high resolution scan of CN B2I+ -> 

X2£+ 0-0 and 1-1 transitions. In our experiment with the presence of surface, the peaks are 
wider compared to that observed in purily gas phase studies. The structure of the band lacks the 
sharp band head apparent in the spectrum from Ref.[2] seen for gas phase emission. The 
change of emission structure suggests two possible interations between the surface and the 
molecule: (a) since the surface state presence, the capture probability of molecular electrons by 
the surface varies with different molecular states, (b) since the symmetry is broken by the 
surface, the selection rule of the molecular transitions will be changed. 
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4. Energy Deposition Model 

The simplest model for the idea that the CN signal represents surface phenomena and the 
CN" signal represents bulk phenomena is that the CN and CN"signals be proportional to the 
amount of energy deposited in the surface and the bulk regions respectively. The energy 
deposition curve generally used in low energy electron studies is shown in Fig. 7. With E being 
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the electron energy and R the range of the electron 

H(x)dx = E 
« 
0 

and from Ref. [3] 

(1) 

R=ßE 

*-' 2E 
^"(ThÖR 
h=0l5,£=0.2,ß=1.25xl0    Ä/(eV) 

(2) 

(3) 

(4) 

Selecting the surface region to be the first atomic layer we define the energy deposited on the 
surface as 

"0 

E(x0) = JH(x)dx 
.   0 

(5) 

where XQ = 7.6 Ä for KC1. Then the energy deposited in the bulk is E-E(XQ). Plots comparing 
CN to E(XQ) and CN" to E -E(XQ) are given in Fig.8. The normalization is selected to fit the 
highest energy points. Although these fits are far from ideal the basic trends are the same. The 
use of a continuum model for the energy deposition is a possible source of the descrepancy 
since the lower energy is range of energy deposition is on the order of a lattice spacing. The 
CN" center diffusion may involve the CN desorption. 
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FIG. 8   THE ENERGY DEPOSITION MODEL 

5. Conclusions 
In conclusion, the CN B2Z+ -> X2I+ 0-0, 0-1 and 1-1 transitions is the first evidence 

that we observed CN excited neutral molecule desorption from KC1 single crystal surfaces. The 
energy dependent yields of CN transitions vary inversely with that observed from CN" center 
fluorescence yields. This reverse relation suggests that at lower energy the competition 
probability of CN" centers diffuse to the surface and are reneutralized to form CN excited 
neutral. A theoretical model based on the idea that the CN desorption yields come from the 
energy deposited on the surface and the CN" center fluorescence yields come from the energy 
deposited in the bulk shows general trends similar to the CN and CN" energy dependent yields. 

The profiles of the CN B2E+ -* X2Z+ 0-0, and 1-1 transitions with high resolution are 
definitely different from the transition observed in gas phase CN. This change suggests two 
possible events happened with presence of the surface: (a) since the surface state presence, the 
capture probabilities of molecular electrons by the surface vary with different molecular states, 
(b) since the symmetry is broken by the surface, the selection rules of the molecular transitions 
are changed. The discover of the CN excited neutral desorption is just openning a door. We 
have lots of further works needed to be done, e.g. time reserved CN desorption, high resolution 
scan at lower temperature and thermal effects of CN desorption. 
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We report preliminary measurements of the properties of anisotropically excited atomic hydrogen created 
by the transmission of 10 to 25 keV protons through 5 to 25 ng/cm2 amorphous carbon foils. Excited 
hydrogen atoms are produced by electron-exchanges between atoms on the surface of the foil and the pro- 
ton beam following transmission of the protons through the foil. Our interest is to carefully control 
the local electronic structure of the exit surface of the foil by coating it with various electronegative and 
electropositive adsorbates, and to study the influence of these changes on the properties of the final 
states. The dependence of the final atomic states on the adsorbate coverage will provide a means for 
monitoring the electron transfer process at surfaces. 

I.  INTRODUCTION 
The transmission of energetic ions through thin- 

foils is followed by the transfer of electrons from 
the atoms on the exit surface of the foil to the 
emerging ions, which results in the production of 
excited atomic states. These final states have an 
anisotropic distribution of electrons due to the 
reduced symmetry of the beam-foil interaction. 
This anisotropy is manifest in the polarization and 
angular distribution of the light emitted as the 
excited state decays to a state with lower energy. 
Measurements of the polarization of the emitted 
light can provide information about the atomic state 
of the electron at the instant of pickup. 

In order to better understand the mechanisms 
involved in ion-surface electron-exchange interac- 
tions, we have made measurements of the polariza- 
tion of light emitted following the transmission of 
protons through thin amorphous carbon foils. The 
basic objective of this experiment was to determine 
how the electronic structure of the surface 
influenced the electron-exchange process and the 
properties of the final states. We altered the local 
electronic environment of the exit surface of the foil 

by dosing it with a thin layer of an alkali and meas- 
ured the change in polarization due to the surface 
modification. The preliminary results presented 
here show that the beam-foil method is sensitive to 
changes in the electronic properties of the foil sur- 
face and it is an informative probe the electron- 
transfer process at surfaces. 

II. EXPERIMENTAL TECHNIQUE AND 
DATA ANALYSIS 

The source of excitation in this experiment was 
a momentum analyzed beam of protons produced 
by a Colutron ion source. The protons had a well 
defined kinetic energy that could range from 10 to 
25 keV. The proton beam entered an ultra-high 
vacuum chamber (ambient background pressure ~ 
10"9 Torr) where it impinged on a very thin foil of 
amorphous carbon. The foils were prepared by 
vacuum evaporation of spectrographically pure gra- 
phite.2 A typical foil surface density used was 10 

ug/cm2 which corresponds to a thickness of 
approximately 400 Ängstroms. The surface densi- 
ties and thickness uniformities are accurate to 
within ± 10%. Figure 1 shows the geometry of the 
beam-foil interaction. The beam defines the z- axis 
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and passes through the center of the foil. The 
foil holder can be rotated about an axis per- 
pendicular to the beam so that the normal to 
the foil makes an angle a with the beam. 

Following transmission through the foil, 
the protons acquire an electron from the sur- 
face and form an excited hydrogen atom. The 
light emitted as these hydrogen atoms decay 
to a lower energy level is measured by a spec- 
trometer whose image is a vertical slit 2 mm 
wide centered on the beam a few millimeters 

'downstream of the foil. Figure 2 shows the 
optical radiation emitted following the pas- 
sage of 15 keV protons through a 10 ug/cm2 

carbon foil. 

The basic observation in this experiment 
was the polarization of the light emitted in the 
Balmer-alpha transition at 656.3 nm by the foil 
excited atoms. The polarization was determined by 
measurements of the reduced Stokes parameters: 

5 to 25 ug/cm2 

Carbon Foil 
Foil Holder 

To spectrometer & 
photomultiplier 

Beam Tilted-Foil Geometry| 

Figure 1: A schematic diagram of the beam tilted-foil experimental 
arrangement. The proton beam strikes the foil at an angle a with respect 
to the foil normal. Measurements of the polarization are made down- 
stream of the foil. 
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M/I, C/I, and S/I. In the above definitions, each I 
refers to the intensity of light measured in the par- 
ticular polarization state identified by the sub- 
script.3 The subscripts RCP and LCP stand for 
right- and left-hand circular polarization respec- 
tively, and the numbers represent linear polariza- 
tion along angles refered to the beam axis as shown 
in Figure 1. A rotating linear polarizer was used to 
measure the linear polarization as a function of the 
angle of inclination from the beam. From this 
measurement the linear Stokes parameters M/I and 
C/I were extracted. A quarter-wave plate was 
inserted in front of the linear polarizer to measure 
the net circular polarization fraction, S/I. 
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Figure 2: The Balmer series radiation emitted following the 
transmission of 15 keV protons through a 10 ug/cm2 carbon 
foil. The strong Balmer-a signal at 656.3 nm was used for 
all subsequent polarization measurements. 
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III.  EXPERIMENTAL  RESULTS 

As mentioned earlier, the neutralization of ener- 
getic ions by transmission through thin foils results 
in an anisotropic distribution of electrons in the 
excited species as is indicated by the polarization of 
the collision-induced radiation. Figure 3 shows the 
dependence of the Stokes parameters, which char- 
acterize the polarization, on the foil tilt angle for 17 
keV protons transmitted through a 15 ug/cm car- 
bon foil. The cylindrical symmetry about the beam 
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Figure 3: The dependence of the Stokes parameters as a func- 
tion of the tilt angle a for a 17 keV proton beam transmitted 
through a 15 ug/cm2 carbon foil. 

and reflection symmetry through any plane contain- 
ing the beam inherent in the interaction of an ion- 
beam incident normally on a thin-foil results in the 
production of aligned atomic states, which emit 
partially linearly polarized light.4 For the interac- 
tion shown in Figure 3, the alignment at normal 
incidence is shown by the high absolute value of 

M/I at a=0°. The cylindrical symmetry of the co- 
llision geometry is broken when the foil is tilted at 
an oblique angle with respect to the beam axis, 
resulting in the production of oriented atomic 
states.5 Such states emit partially circularly polar- 
ized light. The orientation as a function of tilt angle 
is shown in Figure 3 where S/I depends on a in a 
sinusoidal fashion. 

Figure 4 shows the results of studies made to 
test the influence of modifying the local electronic 
structure of the foil exit surface on the final state. 
The linear Stokes parameter M/I was measured 
repeatedly for 17 keV protons transmitted through 
a 9.9 ug/cm2 carbon foil, and found to have a mean 
value of -8.2±0.3%. The exit surface of the foil 
was then modified by dosing to a visibly thick 
layer of lithium from an SAES doser. Subsequent 
measurements of the polarization showed that the 
alignment of the system was shifted by a statisti- 
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Figure 4: The linear Stokes parameter M/l as a function of 
time for 17 keV protons transmitted through a 9.9 ug/cm2 

carbon foil before and after dosing the exit surface of the foil 
with lithium. The modification of the local electronic envi- 
ronment of the surface altered the final state. 
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cally significant amount. The value of M/I after 
dosing was found to be -9.8±0.6%. The modifica- 
tion of the local electronic structure of the exit sur- 
face of the foil altered the final state. 

IV.   CONCLUSION 
The preliminary results presented here suggest 

that the presence of adsorbates on the exit surface 
of the foil plays a crucial role in determining the 
final states of the proton-foil electron-exchange 
interaction. Further measurements are necessary in 
order to quantify the effects of overlayers on ion- 
surface interactions and to develop models which 
describe the mechanisms that lead to the observed 
final states. 

Future directions include using a higher energy 
accelerator to increase the beam energy to a regime 
where energy straggling and scattering of the beam 
by the foil are significantly reduced. Also, plans 
are underway for progressing from amorphous car- 
bon foils to single crystal silicon films. 
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